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Abstract

A convolutional neural network (CNN) is a special kind of neural network that got
massive attention in image classification and computer vision tasks. Nowadays, CNN
is deployed in real-life applications, for example, autonomous driving and disease
classification, although it is a black-box algorithm. One can train a CNN on a large
amount of skin cancer images and deploy it in real-life applications. Dermatologists
can use the classifier as a decision support system (DSS). However, its acceptance is
constantly challenged by critique when it is involved in making sensitive and risky
decisions. Due to the black-box nature of CNN, it is difficult to identify the reasoning
behind CNN’s decision. Similarly, the neural decision mainly depends on training on a
large amount of data and does not allow user interaction in the post-deployment phase.
CNN models are limited to making decisions only; they are not built to receive feedback
from users. One popular application of CNN is skin cancer classification. To overcome
this limitation, we propose user feedback-based fine-tuning. Our proposed method will
let users give feedback on CNN’s output. This thesis investigates the effect of providing
feedback on CNN’s visual explanation and classification in the skin lesion classification
task and observes how the algorithm reacts to the user intervention. More specifically,
the objective of the thesis is to visualize the reason for skin lesion classification, and
if the reasons are not correct, use user feedback to tune the CNN. We propose a novel
CNN architecture that integrates the Grad-CAM technique for explaining the model’s
decision in the training phase. We observe that fine-tuning our model using simulated
user feedback on explanation and classification improves the model’s performance in
providing visual explanation while retaining classification accuracy.



Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Machine Learning and Neural networks . . . . . . . . . . . . . . . . . . . . 2

1.3 Evolution of ML methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Convolutional neural network . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Online machine learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.6 Interactive learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.7 Research goals and outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Related work 10

2.1 Explanation methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Input augmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.2 Class activation mapping . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Self-explaining neural networks . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Interactive and explainable AI . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 Domain specific related work: skin cancer detection . . . . . . . . . . . . . 17

3 Technical background 21

3.1 Transfer learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 Base Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2.1 Training data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Saliency map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4 Thresholding saliency map . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 Loss function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.6 Online and incremental machine learning . . . . . . . . . . . . . . . . . . . 28

3.7 Optimization technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4 Method 30

4.1 Self explainable model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 Integrating the explanation with the original model . . . . . . . . . . . . . 32

4.3 User feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

viii



5 Experiments and Results 36

5.1 Data description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.2 Data preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.3 Simulating feedback on the full simulation set . . . . . . . . . . . . . . . . 38

5.4 Simulation on slices of data . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.5 Training on different loss functions . . . . . . . . . . . . . . . . . . . . . . . 40

5.6 Experiment using unbalanced data . . . . . . . . . . . . . . . . . . . . . . . 40

5.7 Experiment using reduced balanced data . . . . . . . . . . . . . . . . . . . 41

5.8 Experiment using upsampled balanced data . . . . . . . . . . . . . . . . . 44

5.9 Result of sliced simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.10 Training performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6 Conclusion 49

6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Bibliography 52

ix



Chapter 1
Introduction

1.1 Motivation

A Convolutional Neural Network (CNN) [68] can detect malignant skin lesions; however,
it cannot produce the correct explanation behind a prediction all the time. As a result,
the acceptance of such algorithms in the medical domain is quite rare. In image clas-
sification, there are several ways to explain a prediction. Nonetheless, in some cases,
the explanations can be misleading, and the network does not provide the flexibility of
learning from a given correction on the misleading explanation. On the one hand, if we
put human decision-makers in that situation, they can learn from feedback. For example,
let us compare the decision-making approach of humans and neural networks. We see
that if humans make a wrong decision and explanation, they can perceive the reason for
the mistake and can take necessary action to avoid the same kind of mistake in the future,
given that there is an availability of correct feedback. On the other hand, CNN can only
give predictions and explanations but can not learn from feedback if the prediction or
the explanation is incorrect.

These limitations of neural networks fall under the categories of lack of interactivity. As
the domain of the experiment is image classification, here we focus only on the deep
convolutional neural network because it performs better than a fully connected neural
network in image classification [45]. The deep CNNs are deep in terms of layers. Each
of the layers contains many convolution kernels. They identify different features of an
image, and based on the detection of features; the neural networks classify an object on
the image. Nonetheless, the high performance of CNN, the explanations of classifications
are also required in the application domain. Researchers introduced visual explanation
techniques to introduce explainability in deep learning-based image classification. They
do nothing but visualization of the discriminatory regions of an image based on specific
class identity [90, 73, 114]. Highlighting class discriminative regions in an image is an
example of explainability. These approaches show a clear path to explainability in image
classification. However, what if the visual explanation wrongly identifies the location
of interest regardless of the classification result. How can we fix this problem? Imagine

1
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that in the field of dermatology, if we show a wrong visual explanation of a skin lesion
classifier to a dermatologist, s/he could probably identify it and provide feedback. We
can leverage the feedback to update the classifier.

1.2 Machine Learning and Neural networks

CNN has an enormous impact on computer vision and image processing. Much research
in computer vision and image processing has reached a milestone due to the advancement
of CNN architectures. Many CNN models can classify objects as accurately as a human
[48]. In the past, image and video processing were critical tasks. They required a lot of
mathematical techniques to identify features in frames. Due to the advancement of CNN,
one can now easily apply a pre-trained CNN model in a variety of image and video data.
From home to large industrial, everywhere there are potentials for CNN. Home security
cameras now can use CNN to detect the known person in a house. Cars use a set of
cameras to detect objects nearby for safety. Self-driving cars use CNN to detect and map
roads. Detecting the number plate of cars is also an application. Smartphones use CNN
to detect the owners’ faces to unlock. Additionally, we can use CNN in industrial devices.
Anomaly and fault detection in products is one example. We can also use it to measure
the stress levels of industrial workers. It will increase productivity. Besides image data,
we can apply it to text and time-series data. CNN can improve disease diagnosis. As we
know, a large part of medical devices uses screening techniques, and doctors identify
diseases based on the screening image. Doctors can feed MRI, X-ray, skin lesion data
to CNN to find helpful information. It will reduce the medical cost by minimizing the
required time for diagnosing patients. Also, if a CNN can diagnose an acute disease,
patients with less acute diseases will not have to go to specialists or go for expensive tests
in the first place. As a result, it will save time and reduce the cost of high-priced tests. A
CNN can detect skin cancer by looking at images of skin lesions. Detecting malignancy
of skin lesions using a neural network is a cost-effective and handy alternative.

Machine learning (ML) is a subset of data-driven computer science, statistics, and arti-
ficial intelligence. It deals with the algorithms that utilize data to infer decisions and
predictions. The general purpose of ML algorithms is to infer information from data. The
task of an ML algorithm can be classification, object detection, or cluster finding. We can
divide ML algorithms into three main categories based on the task and data. Supervised,
unsupervised, and semi-supervised are these three categories. The supervised algorithm
deals with a task where ground truth is known. For example, we need a supervised
ML algorithm for object classification tasks. The requirement for training supervised
ML algorithms is ground truth data. By iteratively looking at ground truth, supervised
algorithms learn to do classification. This iterative approach is also known as training.
For example, in plant diseases prediction using a picture of a plant leaf, the disease name
is the ground truth, and the leaf’s picture is the feature. The feature is the information
from which an ML algorithm infers a decision.

Differently, an unsupervised algorithm deals with data where ground truth information
is unknown. Localizing clusters in a dataset is an example of an unsupervised algorithm.
The unsupervised algorithm looks at the features in the data and identifies boundaries
between different clusters based on the pattern of the data. Moreover, a semi-supervised
algorithm falls between supervised and unsupervised algorithms. In reality, there is a
limited amount of ground truth data. Many datasets have missing ground truth. In such
a scenario, we can utilize a semi-supervised algorithm. It learns from a small amount of
ground truth data and a vast amount of feature information. This thesis falls under the
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Figure 1.1: This figure gives an overview of a hypothetical human-in-the-loop skin cancer
classification and explanation system.

hood of supervised machine learning.

Nowadays, the IT industry uses machine learning algorithms for business purposes. The
health sector is also looking forward to employing machine learning algorithms. Initially,
ML algorithms were rudimentary and explainable. However, over time researchers are
introducing more complicated algorithms. As a result, ML algorithms are becoming
less interpretable. For example, when an ML algorithm infers a decision, it comes from
mathematical reasoning. The ability to present this mathematical reasoning to a user
is explainability. Less complex ML algorithms are mathematically explainable. On the
other hand, more complex algorithms are less explainable because it is hard to identify
how they model input and output relations in specific situations. However, explainability
is the far-reaching attribute of an algorithmic model.

Besides this, models must ensure one more attribute; interactivity, for real-life applica-
tions. The interactivity of a model is the ability to provide and accept information from
the outside world. Generally, the ML algorithms lack interactivity because they are not
designed to get information from the outside world. Introducing interactivity is one of
the goals of this thesis. Figure 1.1 shows an interactive system where an image CNN
classifier classifies skin cancer images and explains them in front of a dermatologist.
The dermatologist uses the system as an assistive tool. However, if the result is not
convincing, s/he can provide feedback to the system.

1.3 Evolution of ML methods

The history shows that the least square linear regression was the first machine learning
algorithm that finds a rough linear fit to a set of point. Legendre and Gauss used it for
predicting planetary movement in 1805 and 1808. Later, in the 1830s and 1840s, Verhulst
invented the logistic function under the guidance of Quetelet. It is the core of logistic
regression. It is predominant for classification. Similarly, Fisher proposed LDA (Linear
Discriminant Analysis) for classification for categorical variables in 1936. In 1951 Fix
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and Hodges introduced a non-parametric classifier, k-NN (K-nearest Neighborhood).
For linear classification, Rosenblat proposed perceptron in 1958. It is the elementary
artificial neural network (NN) model. Initially, these algorithms were explainable, but
later more complex machine learning algorithms came. In 1992 Boser and colleagues
proposed SVM (Support Vector Machine) for classification and regression. A few years
later, the research community adapted the algorithm. It showed very high accuracy in
low-resolution image classification. It finds the separation line between two classes in a
dataset. It uses kernels to transform features to a linear plane from nonlinear data. Linear
SVM models are interpretable like other linear model. However, when we use nonlinear
kernels, they lose interpretability.

Although the idea of artificial neural networks is old, the application has become popular
at the end of the twentieth century. A neural network, also known as an artificial neural
network, is a set of artificial neurons connected in various fashions. An artificial neuron
mimics the neuron of the brain. The mathematical implementation does nothing but
calculate the inner product between inputs and weights and passes through nonlinear
activation to generate output. Weighs are just numbers that give priority to each in-
put. They are learned through training. Nonlinear activation is just a transformation
function for the inner product. Figure 1.3 illustrates the functionality of a neuron and a
neural network. Figure 1.3a is a neuron with two inputs, a1 and a2. These two inputs
get multiplied with weights and then pass through the activation to generate output.
Activation is essential for neural networks to introduce nonlinearity. Neural networks
are unable to find nonlinear separation lines between classes without nonlinearity. In
reality, features of different classes of objects are only nonlinearly separable. So neural
networks must ensure nonlinear separation capability. ReLU, Sigmoid, Thanh, and
other activation functions are only a few examples. ReLU is one of the commonly used
activation functions. Figure 1.3b is a small neural network with four inputs and one
output. Depending on the task, the number of inputs and output can be arbitrary. The
layers between the input and the output layers are called hidden layers. In this picture,
we see two hidden layers. The input and the hidden layers aim to change the feature
from one hyperspace to another. The output layer categorizes or forecasts the results.

A convolution neural network (CNN) utilizes convolution operation instead of an inner
product in the layers. The convolution operation has been a familiar term among the
signal processing community for a long time. However, it created an enormous impact
in deep learning after 2010. A convolution is simply moving the inner product of the
signal with a kernel. A kernel can be a vector or a matrix. A convolution operation
helps to reduce the number of weights in a neural network. Images have a large number
of features where each pixel is a feature. Because of the large number of pixels in an
image, a NN requires a vast number of weights. As a result, learning the value of these
weights takes a very long training time. Contrary, a CNN make it simple by replacing
all the weights with the kernel. For example, a CNN kernel consists of fewer weights.
It takes less time than NN during training. Figure 1.4 shows a simple convolution
operation. A cascade of a convolutional neural network and a fully connected neural
network shows good performance. We also interpret it a CNN. Next section, we will
discuss more on CNN. Moreover, recurrent neural network (RNN) is different from
the other two networks. It passes temporal information in the network and uses the
temporal connection between nodes. As it is out of the scope of this research, we do
not go into discussing details. In the previous paragraphs, we talked about CNN,
and we learned that deeper CNN is necessary for better performance. However, a
deeper model means there are millions of learnable parameters. Training such a model
requires a high computation power. Also, classifying high-resolution images requires a
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Figure 1.2: This graph presents the growth of GPU from 2006 to 2020 [87]. The X-axis represents the years,
and Y-axis represents the power of GPU. The right column shows how much energy a GPU consumes.

(a) An artificial neuron (b) An artificial neural network

Figure 1.3: Pictorial description of a neuron and a neural network

powerful computer. Due to the advances in GPU technology, it became easier to train
very deep CNN on millions of images before twentieth-century computers were not
decisive. Hence, the growth in machine learning was not upward. However, machine
learning and deep learning advancement research skyrocketed at the beginning of the
current century [42]. Figure 1.2 shows the growth of GPU technology from 2006 to 2020.
CuDNN, Cuda-convnet, Caffe, Torch, Tensorflow, and a slew of additional GPU-based
CNN libraries have been developed to make CNN implementation on GPUs as efficient
as possible. This advancement also accelerated deep learning research.

1.4 Convolutional neural network

A convolutional neural network is a special kind of neural network that uses convolution
operations to extract features from data and, predominantly, deals with image data.
Convolution kernel is the main ingredient to extract features from images. Kernels are
nothing but weights of the CNN. We already discussed that neural network models learn
weight through training on a large amount of data. For CNN, this statement also holds.
One can train a CNN model on a large amount of image data. It iteratively updates the
kernel values during training to find an optimal value. Precisely, training a CNN is to
find kernels that can detect specific features from images. Traditionally, researchers used
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Figure 1.4: A convolution operation of 2D image with a 3× 3 kernel

Figure 1.5: A convolutional neural network (CNN) block diagram by Saha [86]

predetermined kernels for feature detection from images. These predetermined kernels
are also known as filters. There are several kinds of filters for detecting features from
images. The Sobel operator [107] is one example of such a filter. In the past, researchers
employ filters for attribute detection from an image. Then, they passed these features into
an ML model (i.e., SVM) to detect objects on the image. It has a limitation; for example,
it can only identify known features. A CNN can overcome this limitation by learning
unknown attribute detection kernels. There are several layers in a CNN. The purpose of
each layer is to detect different kinds of features from images. A CNN can have multiple
fully connected neural network layers before the output layer. For example, figure 1.5
shows the architecture of CNN. There are three main parts in figure 1.5, convolution
layer, fully connected layer, and output layer. The purpose of convolution layers is to
detect task-specific features. Contrary, fully connected layers transform the features
into different hyperspace, and the output layers classify objects in the image using that
transformed feature. Besides the layers mentioned above, it has pooling and dropout
layers. The purpose of the pooling layer is to squeeze the information, and the dropout
layer randomly drops some information to reduce the training time and overfitting.

We have already discussed the convolutional neural network. Most of these architectures
deal with classification tasks. In this section, we will discuss "Very Deep Convolutional
Networks for Large-scale Image Recognition (VGG16)" [94] as it is the core architecture
used in this thesis. Before it, many architectures were published [45, 113, 91, 94]. The
general differences between VGG16 and the former architectures are that in VGG16,
kernel dimension decreased, and the depth of the architecture increased. However,
we must thank the original AlexNet [45] for showing the right direction in the very
beginning. After VGG16, many architectures came with higher accuracy [94, 98, 80].
They are more profound in the number of layers than the VGG16. We could choose one
of this contemporary architecture, but according to Nunnari et al. [67], VGG16 shows
great success in generating saliency maps.
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Figure 1.6: Layout of VGG16 detecting skin cancer from dermoscopic image.

Let us get introduced to VGG16. It is initially designed for image size 224x224. The
images pass through a stack of convolution layers of size 3x3. The stride of convolution
is one pixel. Five max-pooling layers are applied after each convolution segment, per-
forming spatial pooling (not all the convolution layers are followed by max-pooling).
With stride 2, max-pooling is done across a 2x2 pixel frame. Three Fully-Connected (FC)
layers follow a stack of convolutional layers (which have varying depths in different
topologies). The first two fully connected layers have 4096 neurons, and the output
softmax contains 1000 channels for 1000 classes. Figure 1.6 shows the arrangement of
convolution, pooling, and fully connected layers. A fully connected layer is also known
as a dense layer. This thesis employs a modified version of this architecture. In the
implementation part, we discuss more on the modification.

The idea of CNN is not very old. There is plenty of research on the application of CNN in
different aspects of life. In the motivation section, we will look at some of the applications
and limitations of current CNN models.

1.5 Online machine learning

Another aspect of machine learning is online learning. Traditional machine learning
learns from a big chunk of data, but online learning algorithms learn from a stream
of data and update knowledge continuously. On the other hand, an offline learning
algorithm requires retraining the model on new data for knowledge updates. Naturally,
data is not abundant, so it is not convenient to collect a plethora of data at one time. As
a result, the offline learning algorithms are not robust. Online line learning algorithms
overcome this limitation by training sequentially. When new training data enters, an
online learner can promptly and efficiently update the model, which solves the short-
comings of traditional batch learning. For supervised learning tasks, online learning
algorithms can be developed. One of the most prevalent tasks is classification, which
aims to predict the categories to which a new data instance belongs previous training
data examples with labeled categories. In online supervised learning, a learner needs
complete feedback information. Many online learning problems can be expressed as an
online convex optimization problem that can be solved using the online gradient descent
OGD algorithm [37].
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1.6 Interactive learning

Human-in-the-loop (HITL) machine learning is a potential subfield of machine learning.
A typical ML algorithm requires a large amount of data to train a model. However, we
know that the supervised data is limited. It is the biggest challenge for the ML algorithm
to advance. Similar to transfer learning, researchers explore HITL machine learning to
overcome data limitations [108]. Human-in-the-loop machine learning is also known as
interactive learning. According to Monarch [61], HITL machine learning is a strategy
that combines human and machine knowledge to ensure one or more of these criteria.

1. Improve a machine learning model’s accuracy.

2. Faster attainment of a machine learning model’s target accuracy.

3. To improve accuracy, combine human and machine intelligence.

4. To improve productivity, use machine learning to assist human jobs.

Other than overcoming data limitations, human-in-the-loop (HITL) machine learning
benefits the users in several ways. Most ML models present results to users, which
is not a very expressive way of helping humans. Humans seek the explanation and
reasoning behind every effect. Interactive machine learning overcomes this limitation.
Similarly, human likes to see how a system learns after giving feedback. Updating initial
decision based on feedback convinces humans how the system is learning. This kind
of interaction is possible in HITL machine learning. Using the HITL approach, one can
develop a user-friendly algorithm.

1.7 Research goals and outline

CNN does not learn from feedback, as discussed in the last part. This section explains
how user feedback can be incorporated into CNN models (Figure 1.1). This thesis aims
to investigate a way for incorporating user feedback into CNN training. We will look at
how user feedback keep the model up to date with new information. We are primarily
concerned with post-deployment training. A CNN model is trained on a vast amount of
data initially. It is deployed to conduct various activities following the evaluation process,
such as performance testing. A CNN model can be retrained on new data regularly once
deployed. However, after deployment, a model can make a wrong decision, and the
user can understand it by looking at the explanation. Figure 1.7 shows classifications
and explanations of a dog and husky classifier. Although classification performance is
good, the model classifies based on unrelated features. For example, if we look at the
explanation of the classifier, we see that model is looking at snow and classifies it as
a wolf. It concludes that the feature in the image model supposed to consider is not
considered.

There are four possible situations in the post-deployment phase of a model.

1. Classification and explanation both are correct.

2. Classification is correct, but the explanation is incorrect.

3. Classification and explanation both are incorrect.
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Figure 1.7: An example of right classification for wrong reason. [81]

4. Classification is incorrect, but the explanation is correct.

For the first situation, we do not have to deal with anything. We keep the model as
it is. In the second possible situation, we must modify the model knowledge. The
model is doing the right classification, but generating the wrong explanation. Roughly
speaking, this kind of classification does not hold a value because the model is looking at
the wrong perspective. To solve this problem, we need to retrain the model by giving
correct feedback. The third scenario, model is classifying something that is not the task
of the model. The model learned to recognize features that were not at all similar to
the task’s features. For this case, we need to give information on the correct feature for
updating its knowledge. When the explanation is correct but the classification is wrong,
the model is not understanding the feature. For this case, we need more data to classify
features correctly. One way to solve these three problems is to retrain the model using
user feedback. However, CNN only retrains based on the only class label. They are not
originally built to learn from explanation because explanation data is very rare.

Here, we are exploring a way to update the model’s knowledge based on user feedback.
User feedback can be of different types. We considered only classification and explanation
feedback. We modify the loss function of the original model and integrate both of the
feedbacks as ground truth when the model makes a wrong decision. For the simplicity of
the simulation, we feed the user feedback to the model regardless of the model’s decision
because the model only learns when it makes a wrong decision. In a practical application,
users can draw the contour around the critical region of skin lesion using interactive
tools to generate feedback. Firstly, this thesis presents a way to modify a pre-trained
model to introduce explainability (e.g., self-explainable model). Secondly, we integrate
explanation loss with the original classification loss. In this modification, we ensured that
the pre-trained model performance sustains. Thirdly, we evaluate the performance on
classification, explanation. This evaluation shows us the effect of integrating explanation
in the loss function.



Chapter 2
Related work

This section presents the researches related to explainability and interactivity in machine
learning and the deep learning domain. At the beginning phase of the development,
machine learning and deep learning algorithms were black-box models except for linear
and tree-based models. Black-box models only predict, but they do not explain the
prediction. It is the main reason behind the slow growth in the deployment of this kind
of algorithms. Many researchers tried and are still trying to find out ways to explain
the decision of ML/DL algorithms. There are two ways to explain them, explaining the
model itself, or explaining the reason for a specific prediction. They are known as global
and local methods. In this thesis, we will only focus on the local methods because the
thesis aims to improve the explanation of a sample-based prediction. First, we will cover
the different explanation generation techniques of CNN-based and typical ML-based
image classifiers. After that, we will explain the existing interactive method where users
provide feedback to NNs/AI algorithms to improve accuracy. We will also present the
limitation of these methods.

2.1 Explanation methods

There are generally two ways to locally explain a neural network’s decision. The first
way includes augmenting attributes, and the second way involves calculating the class
activation map (CAM) for a prediction. Here, we will explain the research related to the
augmentation-based explanation technique and the CAM technique.

2.1.1 Input augmentation

Ribeiro et al. [81] propose LIME, which can explain the prediction of any black-box
classifier. In elaborate form, LIME is Local Interpretable Model-agnostic Explanations.
They use textual or visual representations of reasons of classifiers’ decision by explaining
a prediction. To explain a prediction, the LIME first creates an augmented dataset from
the original data and predicts what is in the original data . Then, it calculates the distance
between the original data and the augmented data. To explain a black-box model, it feeds

10



11

the augmented dataset to the model and observes the output. It only selects m number
of augmented features based on the likelihood of the most probable output. Here, the
most probable output is the prediction for the original feature. The authors say that the
distance between the top m augmented features and the original feature represents the
importance of the top m features for the prediction. To see how accurate an explanation
is, they use two explainable modes (Sparse logistic regression and decision tree) and
train on a toy data set with a maximum of 10 essential features (gold features). During
the test, they calculate the fraction of the ten golden features present in the explanation
of LIME. The more significant the fraction, the higher the explainability of LIME. It only
focuses on generating an explanation but does not give a solution if it is wrong.

Similarly, RISE [73] is another technique that utilizes the feature augmentation method
to explain black-box classifiers. It identifies the class-specific essential regions of an
input image by predicting a masked version of the input. The mask is random, not the
choice. They calculate the confidence score of the target class for each masked version
and then do a linear combination of the confidence scores with the masks. This linear
combination defines the importance of specific image pixels during the classification.
The value of pixels determines the crucial pixels in the explanation (saliency map). RISE
can be used with any classification algorithm for generating explanations. The authors of
RISE also propose an automatic evaluation metric to check the quality of an explanation.
By removing the pixel from the image based on an explanation, they can determine
which image areas explains the image better. This metric requires the insertion and
deletion of essential pixels in an image for a specific classification task. They assume the
AUC (Area under the curve) for classifying an image is a function of the importance of a
pixel in the image. Removing necessary pixels reduces the AUC; meanwhile, introducing
important pixels increases AUC.

Lundberg and Lee [57] propose SHAP ( SHapley Additive exPlanation) for explaining
prediction. SHAP assigns an ’importance’ parameter to each input feature for a specific
prediction. SHAP unifies six existing explanation methods, LIME [81], DeepLIFT [93],
Layer-Wise Relevance Propagation [6], Shapley regression values [53], Shapley sampling
values, and Quantitative input influence. The reason for unification is that all the
methods mentioned above use a linear representation of a complex model for generating
explanation. According to the authors, the methods mentioned above do not always
comply with three important properties of estimating SHapley [106] values in game
theory: local accuracy, missingness, and consistency. The three properties are very
desirable for assigning the importance of features during classification. So, they propose
one unique solution that complies with the three properties. Although finding a unique
solution is an NP-hard problem, the authors propose some surrogate functions for finding
the unique solution. This unique solution is called SHAP. SHAP can explain any machine
learning model without knowing the internal structure. However, It can be a little slower
for some models than others.

2.1.2 Class activation mapping

Class activation technique generally works in CNNs. In this technique, the discriminatory
classification features are extracted from the activation of any convolutional layer.

Generating class activation map (CAM) is a technique for localizing class-specific signifi-
cant features used in explaining convolutional neural networks. CAM has a remarkable
localization capability. Zhou et al. [114] describe a procedure for generating CAM using
global average pooling (GAP) on convolution layers. GAP is the weighted sum of the
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convolutional feature map. In some CNN, a neural decision is made from the weighted
sum of the GAP outputs. According to the authors, we can spot important image re-
gions by linearly combining the weights of the output layer with the activation of the
last convolution layer. CAM can be used to localize objects during classification. They
evaluate the localization performance of CAM on weakly-supervised object localization
on the ILSVRC [84] benchmark. They found that CAM can do accurate object localization.
Although these methods perform well, there are some limitations. CAM only works
on fully connected CNN. It does not work if there are fully connected layers before the
output softmax layer. Most of the high-performance CNN model has more than one fully
connected layer [66, 94, 35].

Selvaraju et al. [90] propose an explanation technique known as Grad-CAM, which is an
extended version of CAM. It utilizes any target class flow gradients through the final
convolution layer. The gradients of the target class in the last convolution layer represent
and localize the important regions or features for identifying the target class. They
extract the gradient in the last convolution layer because the spatial gradient information
vanishes in the fully connected layer. The authors assume that the last convolution layer
extracts semantic class-specific information necessary for a specific class localization.
The Grad-CAM method splits into two steps. The first step calculates the activation of
the last convolution layer. This activation has information about all classes. The second
step removes information about other classes and only keeps the information about the
class with maximum probability from the activation output. To do so, it calculates the
weight of each activation based on the gradient of the most probable class. Using a linear
combination of the activation and the weights identifies necessary pixels of an image in
the same resolution of the last layer for a classification. Later, the resolution increases to
the original input image size of the network for better presentation. The resultant output
is known as a saliency map. The authors also test the method using weakly-supervised
localization. In this method, they binarize the saliency map by thresholding at 15% of
the maximum value of each pixel and compare the most significant connected segment
with the bounding box ground truth of the object by calculating the intersection over the
union. We see Grad-CAM generate a local explanation, but it does not provide a way to
fix a CNN when the explanation is wrong.

Grad-CAM++ [12] is an extended version of Grad-CAM. In "Improved Visual Explana-
tions for Deep Convolutional Networks", Chattopadhay et al. [12] propose this gener-
alized method. It can produce improved visualization behavior of CNNs’ predictions
and performs better in visualizing multiple instances of an object during a classification.
It produces an explanation similar to how Grad-CAM produces an explanation, but
the only difference is that it only considers the positive gradient of the output class.
We descibed the two steps for producing a saliency map in Grad-CAM in the previous
section. In Grad-CAM++, the first step is the same to calculate convolution activation.
However, in the second step, it calculates the gradient of the output class concerning
the last convolution layer, passes it to a ReLU [1] function, and multiplies it with a
weight-coefficient to calculate the weights. Weight-coefficient calculated from the inverse
of the sum of the output of the ReLU. Finally, multiplying the activation with the weight
produces an explanation (a saliency map).

There are other works related to the CAM, SmoothGrad [95] and Smooth Grad-CAM++
[69]. These methods are similar to previously motioned two mentioned, but the only
difference is that these methods add Gaussian noise with the input image. Introducing
noise in these methods reduces the noise in the saliency map. Barata et al. [5] proposed
a hierarchical CNN-LSTM attention model that uses hierarchical information about
classes and then produces attention mapping and hierarchical classification results. The
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attention map hints at how the classification algorithm looks at the objects in an image.

2.2 Self-explaining neural networks

Alvarez-Melis and Jaakkola [2] suggest that there are three prerequisites for ensuring
the correct explanations from neural networks. The requirements are explicitness, faith-
fulness, and stability. The authors proclaim that the existing interpretable models do
not assure the specifications. They advocate a self-explaining neural network (NN)
framework and scrutinize its performance to validate the prerequisites to overcome these
limitations. According to the authors, a linear model is self-explainable. If someone can
generalize the coefficients of a complex model to a linear model, the complex model
becomes a self-explainable one. This generalization is possible because the parameters
of a complex model can be a function of input features. They propose a learnable en-
coding function that encodes the raw input feature to human-understandable atomic
feature units. This encoding helps the network to produce explanations. Furthermore,
they introduce a gradient-regularized penalty with the objective function to ensure its
correctness. Moreover, to establish the robustness of explanations, they add a regularizer.
They also evaluate the performance of the framework in four datasets, MNIST digit
recognition [46], benchmark UCI [25], Propublica’s COMPAS Recidivism Risk Score [77],
and CIFER10 [44]. The classification test gives 99.11% test accuracy in MNIST, 82.02% in
COMPAS, and 78.56% in CIFER10.

The second test compares the visual explanation with other frameworks, e.g., LIME
[81], SHAP [57], OCCLUSION [113], and GRAD×INPUT [93], and so on to check the
explicitness. They qualitatively prove their model performs better than others. The third
experiment is indirect due to the deficiency of ground-truth explanations. It analyzes the
effect of removing input features on the prediction. In comparison with SHAP and LIME,
their model outperforms. In the robustness test, they observe the explanation change
while adding noise with the features. Using a local stability function, they calculate the
distance between the original and the noisy version and find that model’s performance
exceeds the other state-of-art models. This framework fulfills the prerequisites. However,
the additional encoder requires extra memory space to store, and training the encoder is
an additional load in a GPU. The network is not interactive. So, we might not achieve
the user’s faith on the model’s decision.

2.3 Interactive and explainable AI

Teso and Kersting [100] argue that interactive learning places the user into the loop, but
the learner stays as a black-box for the user. Here the user is an agent (e.g., human) who
can interact with the learner (e.g., a machine learning model). They also suggest a novel
explanatory interactive learning (XIL) framework that can overcome the limitation of
interactive learning. Moreover, it can help the user gain trust in the learner by introducing
completeness, directability, and understandability. In XIL, a user gives feedback to the
learner’s output in an active learning manner when required. The proposed framework
utilize LIME [78] as a local explainer and an additional component. They call the frame-
work Caipirinhas (CAIPI). They use three functionalities, labeling the unlabeled data
using user input, fitting the model on labeled and unlabeled features, and explaining
a prediction using the local explainer. By including an additional component known
as ToCounterExamples, authors allow CAIPI to learn from the user’s feedback on the
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label and the explanation. ToCounterExamples generate counterexamples from explana-
tion correction to teach the network to avoid irrelevant features. Counterexamples are
nothing but original input images with randomized irrelevant regions. There are three
scenarios during the interaction between the learner and the user: the prediction and the
explanation are correct, both are wrong, or only the label is correct. CAIPI focuses mainly
on the last. It trains itself from the user’s feedback. It converts it into counterexamples
and then retrains the LIME again.

The authors carry out four experiments. The first one is to check how the user’s trust
increases/decreases in the model due to an explanation, and the other three evaluate
model performance. They check the impact of three different kinds of interactions
between the CAIPI and the user in the first experiment. In the first scenario (S1), they
only allow the test subject to see the label from CAIPI. In the second (S2), the test subject
can also see the explanation. The third (S3) is the same as S2, but the only difference
is that S2 converges to the correct rule, but S3 does not. In all of these scenarios, the
user can only give feedback on the label of CAIPI’s output. In each case, the test subject
answers three-question whether CAIPI eventually learned to classify images correctly,
the correct classification rule and whether test subjects prefer to see further performance
of CAIPI. After the evaluation, the authors see that the trust/distrust of the user increase
based on the interactions. In the second experiment, the authors find that CAIPI is robust
to the input noise when it learns from explanation feedback. The base accuracy for noisy
input is 48% when there is no correction. It increases to 82% when there is at least one
counterexample. In the case of more of that, it outperforms the input-gradient (IG) [83].
The last two experiments are in the textual domain. Here the framework also performs
steadily better in terms of explanation quality. CAIPI’s performance increases due to the
feedback explanation. However, the counterexample requires more disk space to store
and GPU performance to retrain the model.

The main difference between CAIPI and this thesis is how we train the network on
feedback. CAIPI augments the original training data based on user feedback and then
fine-tune or train a new model. There is no change in the objective function of the model.
Also, storing original training data is necessary for retraining. However, the approach
we follow in this thesis only requires post-deployment test images and feedback. Initial
training data is unnecessary as the model already learned from the original training data.

In "The Skincare project, an interactive deep learning system for differential diagnosis
of malignant skin lesions." Sonntag et al. [96] describe the functionality and interface
of an interactive decision support system for differential diagnosis of malignant skin
lesions. They used the baseline deep learning system that trained on ISIC [14] data.
They implement a web interface for introducing interactiveness in understanding the
explanation of neural classification. It uses U-Net [82] to extract the location, shape,
and features of the lesions in an input image and overlap them with the input image
to show the significant part of skin lesions. They show that based on the shape of
features of a lesion, an expert can easily compare them with ABCD [33] rules and find a
conclusion. The methods in the report give some generic ideas for interactive machine
learning; however, there are some limitations too. They use two different architectures
for classification and feature extraction. The classification architecture (VGG16) is only
involved in classification results, and the feature extraction architecture (U-Net) is only
involved in feature extraction. As a result, it is hard to conclude that all the features
extracted by the U-Net influences the classification result. A combined network that only
classifies the relevant features and uses Grad-CAM as a feature extractor is worth trying.

According to Teso [99], the Explanatory Active Learning (EAL) [100] algorithm depends
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on a post-hoc explainer, and it can generate a fragile and unfaithful explanation. He says
the self-explainable active learning model is a solution to that. It is a combination of
active learning and self-explainable neural networks (SENNs) [2]. He names it Calimocho
or CALI. More specifically, during active learning, the CALI proposes a decision and an
explanation to a user. The user gives feedback (correction) if that explanation is wrong,
and based on the feedback, the model learns. This model contains two different loss
functions, classification and explanation loss. Also, a regularizer introduces stability and
robustness when there is a pixel-wise local change in the input. The classification loss is
the classical neural network loss function. However, the explanation loss is a ranking loss
that minimizes the square Euclidean distance between the model’s current explanation
and user feedback while maximizing that distance between the former and wrongly
predicted explanation. This ranking loss only contributes when the user gives feedback.
The author runs two main experiments on CALI. The first experiment is to check if it
learns from user feedback. It shows that classification loss and explanation loss decrease
significantly. The author also shows that the classification loss converges fast due to the
contribution of explanation loss. Moreover, the author experimented on the number of
SENNs’ explanation module layers. He sees that if it increases, the classification loss
decays faster.

Although this method works in synthetic data, the author does not perform any experi-
ment on a real dataset. This model uses SENNs’ architecture which has two combined
interdependent models. As a result, it requires more parameters to learn.

Ghai et al. [29] introduce Explainable Active Learning (XAL) in An Empirical Study
of How Local Explanations Impacts Annotator Experience in 2020. XAL is an Active
Learning method that also includes the explanation of the learning algorithm’s prediction
for the training sample it wants to learn. Here Active Learning (AL) is a machine learning
algorithm with human-in-the-loop for training from un-labeled data by querying a label
from a human. It means XAL is nothing but a paradigm of explaining the evolving
model during active learning. A similar paradigm, coactive learning (CL), in which
a user provides annotation on the prediction, and the model learns from that. In the
mentioned paper, the authors also conduct user studies in AL, CL, and XAL to see which
methods users prefer when it comes to the application. They studied 37 participants to
find the empirical answer of mainly three pre-defined questions. Firstly, how does an
explanation impacts the learning algorithm and its outcome? Secondly, how does an
explanation affect users’ trust, satisfaction, engagement, and cognitive workload? Thirdly,
is there any difference in the conclusion of the above two questions during the early
and the later learning stages? As a result of the experiment, it is evident that the three
models learn relatively on the same scale, but at the early stage, learning is faster than
that of a later stage. The accuracies of the three models are the same after learning during
the process. However, user trust in the model increases in the early stage of learning.
Moreover, during the later stage of learning, XAL increases the user’s engagement while
AL decreases that. Similarly, the workload on users decreases in the later stage of XAL,
but it remains the same on the user in the later stage of AL. It concludes that introducing
explanations in process active learning increases user experience. However, the authors
do not provide feedback on explanation if the model gives a wrong explanation.

Ross et al. [83] propose an idea of training differentiable machine learning models by
constraining its explanation. They show that their approach produces faithful explana-
tions of classification. The input gradient is not the perfect way of explaining neural
networks’ decisions in all use-case scenarios. So, in their approach, they regularized the
loss function using the sum of the square of pixel-wise multiplication of annotation and
input gradient. Here, annotation is a binary mask representing each pixel’s importance in
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the input image. The latter is the gradient of the model’s output probability concerning
its input. The annotation matrix is possible to get from experts. However, in the absence
of that, the algorithm can generate multiple models based on an iterative annotation
update. There will be a correct model and corresponding explanation among them. A
domain expert can choose the best model suitable for the right reason.

We see "Clever Hans" behavior in machine learning [89]. This behavior happens due
to the less significant features in a dataset. Due to this reason, one model can show
high performance. This high performance is not valuable at all. It is also known as
"Right for the wrong scientific reasons" [89]. Schramowski et al. [89] propose a XIL
approach to overcome "Clever Hans" behavior in a plant phenotyping research task.
They introduce a human-in-loop framework to involve scientists revising a model using
a feedback loop. Their result shows that embracing the user in the learning loop can
overcome the "Clever Hans" problem. To include users’ feedback, the authors propose
a multi-purpose loss function. The loss function has two main parts: Right answer
and Right reason. The "Right answer" loss is there to train the model to improve the
classification accuracy. Similarly, The "Right reason" loss is to train the model to increase
explanation performance. It calculates the difference between the explanation and user
feedback. Here, the explanation is nothing but a gradient-weighted class activation map,
and the ground truth explanation is a mask localizing the vital region in the input image.

There is a high potential of combining local explanation with active learning to supervise
black-box algorithms. These algorithms can misjudge the quality of the model’s knowl-
edge. The online learning algorithm manifests its belief by classifying and explaining
the label of the query. If the machine performs artificially well on query instances that it
chooses, then the model is not misrepresenting its performance. This behavior can bias
machines when they present narratives to the user. Popordanoska et al. [76] propose
an approach to overcome these narrative biases. Their proposed method allows users
to choose query instances. Moreover, it shows the global explanation so that users can
choose challenging query instances.

Stuntebeck et al. [97] propose a human-in-loop machine learning framework. This
framework collects data from the patient using health sensors and trains a machine
learning model on that data. Sometimes, due to the inefficiency of the sensors, the
model prediction becomes wrong. To overcome this problem, they involve the user
in the learning loop. Occasionally, the model gives the prediction, and the user gives
feedback on the prediction by comparing what they are experiencing. Based on the
feedback, the model tune itself. This framework is similar to this research involving
humans in the learning loop. However, the feedback in this framework is only a yes or no
decision. Holzinger et al. [38] argues that automatic ML suffers in performance because
of insufficient training data; on the other hand, interactive ML has the flexibility to allow
a user to select suitable features heuristically from a vast search space. As a result, it
can reduce the complexity of NP-hard using outside knowledge (Human intervention).
The authors demonstrated the effectiveness of interactive machine learning and showed
how to open a black-box technique to a glass-box one, enabling humans to interact
with an algorithm. The authors demonstrate the interactive machine learning method
in Ant Colony Optimization (ACO) [38]. It is a solution to the shortest pathfinding
problem. According to the author, a human can interact with the algorithm using Human
Interaction-Matrix. A matrix allows the user to control ACO’s decisions while finding
the shortest path. It is an example of human interaction in classical AI problems, but in
the same manner, we can involve user interaction in modern AI problems.
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Figure 2.1: This figure [48] gives an overview of the segmentation network. A lesion image is passed
through the network on the left side, and on the right side, it generates a segmentation mask.

2.4 Domain specific related work: skin cancer detection

Skin cancer analysis using deep learning is an emerging research field. There is a limited
amount of research published in this field. There are only 24 research papers published
on skin cancer segmentation and 36 articles published on skin cancer classification using
deep learning from 2015 to 2019 [47].

Segmentation is the method of dividing a picture into discrete sections containing pixels
with similar properties. Skin disease diagnosis relies on segmentation since it allows
physicians to see the boundaries of lesions. Figure 2.1 shows an example of skin lesion
segmentation using a neural network. Several factors make lesion image segmentation
difficult such as skin tones, air bubbles, non-uniform lighting, the physical location of
lesions, and lesion variations in respect to texture, shape, size, and location in the image
[9]. The physical variances complicate skin disease segmentation in the appearance of
skin lesions [48]. Image processing techniques can remove unwanted features from skin
lesions [51]. Then deep learning algorithms can be applied to perform segmentation.

There are plenty of deep learning methods used in skin lesion segmentation, and they
showed good performance [40, 111, 7, 31, 4]. These researches used modified versions
of fully connected CNNs (FCNs), U-Nets, GANs, or encoder-decoder architectures.
Several pieces of research were published skin segmentation where the core architecture
FCN. For benign nevi, melanoma, and seborrhoeic keratoses pictures, Goyal et al. [31]
suggested a multi-class segmentation approach based on FCN. The authors found dice
coefficient indices of 55.7 percent, 65.3 percent, and 78.5 percent for the three classes,
respectively, on the ISIC dataset. The authors used several architectures, FCN-AlexNet,
FCN-32s, FCN-16s, and FCN-8s architecture, for assessing their performance. The first
one is the variant of AlexNet, and the remainings are variants of VGG16. They also
used the transfer learning approach to overcome the data limitation. The initial data
to train the models were ImageNet [19], and Pascal-VOC [28]. Among the architecture
mentioned above, FCN-Alexnet and FCN-8s have superior performance. Phillips et
al. [74] propose a new multi-stride FCN architecture for segmenting prognostic tissue
features in cutaneous melanoma images. Multiple networks were pre-trained on the
PascalVOC segmentation dataset and fine-tuned on the prognostic tissue image. The
results demonstrated that the proposed method could attain a high degree of accuracy.
Yuan et al. [112] proposed a fully automated solution for skin lesion segmentation that
uses 19-layer deep convolutional neural networks that are trained end-to-end and do not
require previous data knowledge. Their strategy ensured effective and efficient learning
with limited training data. Additionally, they used Jaccard index-based loss function
instead of the cross-entropy loss function. They trained and evaluated their model on
ISBI 2016 and PH2 datasets, and they found their proposed method outperformed other
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state-of-the-art algorithms on these two databases. Li et al. [47] suggested a dense
deconvolutional neural network based on residual learning. Dense deconvolutional
layers (DDLs), chained residual pooling (CRP), and hierarchical supervision are all
parts of the proposed network. It was trained from the beginning to end, with no prior
knowledge or sophisticated postprocessing methods required. Extensive trials using
the public ISBI 2016 and 2017 skin lesion challenge datasets show that their suggested
strategy outperforms state-of-the-art methods in terms of segmentation.

U-Net is a famous architecture for semantic segmentation [82]. The network was built
using FCN, and its design has been tweaked and expanded in several studies that have
shown superior segmentation results [22, 115, 39]. Moreover, there have been many
studies that have used U-Net to segment skin lesions [65, 55, 64]. They also showed
an increase in the performance. Chang [11] proposed skin Inceptions V3 NN, a newly
constructed transfer learning-based deep neural network that aids in high prediction
accuracy. For skin lesion categorization, the author inputs both the segmented pictures
and the original dermoscopic images to a deep network made up of two Inception
V3 networks. Lin et al. [52] compare U-Net segmentation performance with the C-
Means cluster algorithm. C-Means is a clustering algorithm works fast in a CPU. On
the other hand, U-Net requires enormous computational power (i.e., computers with
GPUs). Compared to the clustering strategy, U-Nets produced a much higher Jaccard
Index. U-Net gives a 0.62 average Jaccard index, and C-Means give 0.44 average Jaccard
index. To tackle the segmentation of lesions in skin pictures, Ji et al. [41] suggested a
binary segmentation approach called HCDS based on salient objects. This approach
follows U-Net. The original U-Net model has various issues in its application to skin
image segmentation: non-pathological area information remains in the segmentation
results. Ji and colleagues extended U-Net to overcome the limitation by adding a
hybrid convolution module to the direct connection between the down-sampling and up-
sampling. The scientists improve segmentation by deepening the abstract comprehension
of input characteristics in shallow layers and removing information interference from
non-pathological areas. Test on a portion of ISIC 2018 segmentation data show HCDS
method gives an IoU of 0.62 and U-Net gives IoU of 0.56. Codella et al. [15] offer a
system that integrates current advances in deep learning with well-established machine
learning methodologies to create ensembles of methods capable of segmenting skin
lesions and assessing the detected region and surrounding tissue for the identification
of melanoma. They used an ensemble of 10 U-Nets with joined RGB and HSV channel
inputs for skin lesion segmentation to get the best result. Their method gives 0.841
average Jaccard index comparable with the state-of-art result, 0.843. Canalini et al.
[8] propose an architecture that combines multiple pertained feature extractor CNN
models and encoder-decoder models. Ensembling multiple models’ decision gives an
IoU of 0.845. According to Tschandl and colleagues, transferring encoder weights from a
network trained on a classification job on pictures from the same domain might provide
helpful information for segmentation [101]. They train a fully convolutional network
using ResNet34 layers as encoding layers in a U-Net architecture. The model with the
transferred information was then trained using the official ISIC 2017 challenge dataset
for a binary segmentation. According to the results, the model with fine-tuned weights
attained a better Jaccard index than the network with random initializations. People
adopted the notion of residual block or dense block into existing image segmentation
architectures to construct effective deep networks for skin lesion segmentation, owing to
CNN classifiers’ exceptional performance in image classification tasks [48]. According
to Yu et al. [111], deep networks (more than 50 layers) can acquire richer and more
discriminative characteristics for more accurate recognition. They started by building a
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fully convolutional residual network (FCRN) for skin lesion segmentation that included
multi-scale feature representations. The learned FCRN was then used to extract patches
from skin scans containing lesion locations, then used to train an intense residual network
for melanoma classification. Finally, they construct a two-stage framework by smoothly
integrating the proposed FCRN (for segmentation) with other extremely deep residual
networks (for classification). Experiments on the ISBI 2016 Skin Lesion Analysis Towards
Melanoma Detection Challenge dataset show that the proposed framework outperforms
the competition, placing first in classification and second in segmentation among 25 and
28 teams, respectively.

Besides the method mentioned above, GANs are becoming very popular in medical
image segmentation [3, 49, 109, 23]. However, limited research occurred using GAN in
skin lesion segmentation [75, 70, 21]. GANs showed potential in lesion segmentation.
Udrea and Mitra [102] propose a GAN-based skin lesion segmentation method that can
detect lesions with 92% accuracy in pigmented and non-pigmented images. For low-
power computers, Sarker et al. [88] propose a lightweight GAN model known as SLSNet.
SLSNet employs a GAN model to integrate 1-D kernel factorized networks, position and
channel attention, and multiscale aggregation techniques. The 1-D kernel reduces the
2-D filtering cost. The model can discriminate between the lesion and no-lesion features
with the help of the position and channel attention module. It showed a Jaccard index
coefficient of 90.63% in testing on ISIC2018 data. Peng et al. [72] proposed an adversarial
U-Net for semantic segmentation of skin lesions. They connect a discriminator network
with U-Net by a particular convolutional layer and train both networks alternatingly.
They found that this architecture improved the segmentation accuracy to 0.94 (dice score).
Besides FCN and U-Net, and GAN, there are other approaches used. For example, Ünver
et al. [103] propose an innovative and successful pipeline for dermoscopic skin lesion
segmentation that combines a deep convolutional neural network called ’You Only Look
Once (YOLO)" and the "GrabCut" algorithm. They follow four steps for segmentation,
post-processing, detection of the lesion, lesion segmentation, and post-processing of
segmentation mask. The model gives a close result to other contemporary approaches.

Besides segmentation, several pieces of research are published in skin lesion classification
[18, 56, 110, 58, 60, 50]. Some of them used shallow architecture, but some utilized
deep architecture. This section will go through some impactful research on skin cancer
classification. According to Esteva and colleagues, classifying cancer in human skin
lesions is a challenging task due to fine-grained features in lesions [27]. They show
how a single CNN can classify skin lesions using only pixels and disease labels as
input and can be trained end-to-end using lesion images. The number of images was
129,450 and contained 2,032 disease labels. The compare the performance of CNN with
21 certified dermatologists and result shows that CNN’s performance is comparable
to the dermatologists. The CNN model used in this research is Inception v3, trained
on 1.28 million images with 1000 classes. Dorj et al. [24] propose an CNN and SVM
based model for skin lesion classification. Before training, they crop and pre-process the
training images to remove unnecessary information. Then they use pre-trained AlexNet
for feature extraction. After that, they pass the feature to an SVM for classification.
The algorithm shows comparable performance with the state-of-art. Hekler et al. [36]
experient combined performance of skin lesion classifier and dermatologists. They
measure the classifier’s performance, dermatologists’ performance, and dermatologists’
and classifier’s combined performance. They found that combined performance is better
than individual performance. Furthermore, they found a classifier defeat dermatologists
in detecting skin cancer. Adjobo et al. [10] integrate Gabor filter with CNN to improve the
accuracy. They found that integrating the Gabor filter improves the accuracy by 2.37%.
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Gabor filtering can effectively extract spatial information such as edges and textures,
thereby alleviating the strain of feature extraction on CNN. Saba et al. [85] propose
a cascaded system that uses contrast enhancement, boundary extraction, and transfer
learning together for image classification. Firstly, they transform images to HSV color
space and enhance the contrast using the first local Laplacian filtering. Secondly, they
use color CNN and XOR operation to extract the lesion from images. In the third stage,
they use fine-tuning in the Inception V-3 pre-trained (ImageNet) network for feature
extraction from the fully connected and average pooling layer. They combine the features
using hamming distance in the final stage and pass it to an MLP network (multi-layer
perceptron module) for classification. This approach gives an accuracy of 98.4%, 95.1%,
and 94.8% in PH2, ISIB, and ISIC 2017 datasets, respectively. Kawahara and colleagues
use CNN feature extractor and linear classifier for lesion classification [43]. They extract
features from the pre-trained AlexNet and use these features to train a linear classifier.
This approach had superior results compared to the other methods of that time.

We see that there are several approaches for skin cancer classification. Many of the
methods have human-level accuracy. However, the application of these methods is
constantly challenged by critique for legitimate reasons; for example, the proposed
classifiers are black-box models, need training updates on new data, and lack interactivity
with humans and the environment. So, in this thesis, we explore the interactive side of
skin cancer classification.



Chapter 3
Technical background

In this chapter, we will look at the basic building blocks of this research. There have
been several research works followed to build the experiment setup. As we know,
transfer learning is prevalent in deep learning research; this research also utilizes transfer
learning. For explaining convolutional neural networks, the saliency map has become
very popular. In the related work chapter, it is already mentioned that there are several
methods for explaining neural decisions—many of these research leverage the saliency
map for explainability. For example, CAM, Grad-CAM, Grad-CAM++ are few among
them. For this research, the Grad-CAM algorithm is followed. Here we will discuss how
we integrate the Grad-CAM algorithm for generating the explanation in the interactive
loop. The saliency map has a continuous pixel value, and it gives us how effective a
pixel in an image is for belonging to a class. We need the ground truth saliency map to
integrate the saliency map with the loss function. However, there is no available ground
truth saliency map for experimental purposes. There are only binary masks available
as ground truth. We need to convert the saliency map to a binary mask to adapt to the
ground truth. In the thresholding section, we will discuss more on that. There are two
kinds of loss functions, classification loss and explanation loss, used for training the
model. We will discuss the background of this loss function. For optimizing the network,
an online gradient descent algorithm is used.

3.1 Transfer learning

Training CNN from scratch requires a lot of data. It is the biggest challenge in deep
learning. In machine learning, it is necessary to be consistent in data during training and
testing. For example, if training data of an ML model whether data, the test data must be
weather data. However, in deep learning, this statement does not hold. Deep learning
necessitates many labeled data, making it difficult to train a model from scratch.

Transfer learning (TL) is the solution to this problem. Unlike machine learning, in deep
learning one can transfer knowledge from different domains. Data scarcity is extreme in
the medical domain. Medical data is sensitive. Due to these reasons, hospitals do not
publish data in public databases. As a result, transfer learning has many potentials in

21
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the medical domain. According to Morit et al. [62], the information gathered from vast
amounts of non-medical data can be transferred to solve a specific medical problem using
TL. For example, To tackle a medical imaging problem, parameters from well-trained
CNN models on non-medical ImageNet data containing natural images (e.g., AlexNet
[45], VGG [94], and ResNet [35]) can be transferred to a CNN model. It is a recent trend
that researchers use non-medical data for medical image analysis. According to a survey
by Litjens et al. [54], there are around 300 papers on medical image analysis using
deep neural networks. In the deep learning community, transfer learning is a popular
approach to utilize knowledge from one task to another.

In the previous paragraph, we discuss feature extraction using a convolution kernel.
Here we discuss how one can use this learned convolution kernel in different tasks. The
use of learned convolution kernels in different tasks is known as transfer learning. For
example, one can train a model in a general object classification task1 and use the learned
CNN kernel in the skin disease classification task. Although the domains of the tasks
are different, the transfer-learning still works very well. Kernels learn how to detect
coarse features, for example, edge and texture. Coarse features generally exist in every
kind of image. As a result, the models do not have to learn kernels for detecting coarse
features.As a result, training time and data demand are reduced. We do not train the
transferred kernels, but we only train additional kernels. If we train the transferred
kernels, we call it fine-tuning. In fine-tuning, the transferred kernels initialize the model,
and we train the model and update the kernels for better performance.

3.2 Base Architecture

A pre-trained VGG 16 model is the basis of this research. The VGG16 was trained initially
on ImageNet. For this experiment, we have a minor modification of VGG16. First,
we remove all the fully connected layers and the output layer. Then we added two
fully connected layers followed by two dropout layers consecutively of 2048 neurons
each. Finally, the output layer contains eight-way softmax. Moreover, we use half of
the neurons in each fully connected layer and two dropout layers to reduce the training
time. We get the idea of using dropout layers from the original AlexNet. Listing 3.1 is an
overview of the modified model. After the model modification, we train on ISIC2019
classification data. In the table 3.1 we describe the detailed description of fine-tuning of
modified VGG16.

3.2.1 Training data

In may 2019, The International Skin Imaging Collaborator (ISIC) published skin lesion
classification data. We use this data for training and testing the initial model. This data
contains eight classes: melanoma, melanocytic nevus, basal cell carcinoma, actinic ker-
atosis, benign keratosis, dermatofibroma, vascular lesion, and squamous cell carcinoma.
We name them MEL, NV, BCC, AK, BKL, DF, VASC, and SCC in the same order for ease
of reading. We used 20273 images to train the model, 2529 images for validation, and
2529 for testing. Table 3.1 gives a short description of training and testing. We use this
fined tuned model for the main task of the thesis. Let’s call this Skin Care VGG16 Model,
and it is developed using the Keras framework.

1https://image-net.org/challenges/LSVRC/
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Listing 3.1: An excerpt of the VGG16 architecture used for the multi-label classification
task.
_________________________________________________________________
Layer (type) Output Shape Param #
=================================================================
input_1 (InputLayer) (None, 227, 227, 3) 0
_________________________________________________________________
block1_conv1 (Conv2D) (None, 227, 227, 64) 1792
_________________________________________________________________
block1_conv2 (Conv2D) (None, 227, 227, 64) 36928
_________________________________________________________________
block1_pool (MaxPooling2D) (None, 113, 113, 64) 0
_________________________________________________________________
block2_conv1 (Conv2D) (None, 113, 113, 128) 73856
_________________________________________________________________
block2_conv2 (Conv2D) (None, 113, 113, 128) 147584
_________________________________________________________________
block2_pool (MaxPooling2D) (None, 56, 56, 128) 0
_________________________________________________________________
block3_conv1 (Conv2D) (None, 56, 56, 256) 295168
_________________________________________________________________
block3_conv2 (Conv2D) (None, 56, 56, 256) 590080
_________________________________________________________________
block3_conv3 (Conv2D) (None, 56, 56, 256) 590080
_________________________________________________________________
block3_pool (MaxPooling2D) (None, 28, 28, 256) 0
_________________________________________________________________
block4_conv1 (Conv2D) (None, 28, 28, 512) 1180160
_________________________________________________________________
block4_conv2 (Conv2D) (None, 28, 28, 512) 2359808
_________________________________________________________________
block4_conv3 (Conv2D) (None, 28, 28, 512) 2359808
_________________________________________________________________
block4_pool (MaxPooling2D) (None, 14, 14, 512) 0
_________________________________________________________________
block5_conv1 (Conv2D) (None, 14, 14, 512) 2359808
_________________________________________________________________
block5_conv2 (Conv2D) (None, 14, 14, 512) 2359808
_________________________________________________________________
block5_conv3 (Conv2D) (None, 14, 14, 512) 2359808
_________________________________________________________________
block5_pool (MaxPooling2D) (None, 7, 7, 512) 0
_________________________________________________________________
flatten (Flatten) (None, 25088) 0
_________________________________________________________________
fc1 (Dense) (None, 2048) 51382272
_________________________________________________________________
dropout_1 (Dropout) (None, 2048) 0
_________________________________________________________________
fc2 (Dense) (None, 2048) 4196352
_________________________________________________________________
dropout_2 (Dropout) (None, 2048) 0
_________________________________________________________________
predictions (Dense) (None, 8) 16392
=================================================================
Total params: 70,309,704
Trainable params: 70,309,704
Non-trainable params: 0
_________________________________________________________________
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Skin Care VGG16 model
Training properties Value Details
Task Fine tuning Fine tuning 0n ISIC2019

classification data
Training samples 20273 A large portion of

ISIC2019 data
Validation samples 2530 A small portion of

ISIC2019 data
Test samples 2529 A small portion of

ISIC2019 data
Number of classes 8 -
Classes MEL, NV, BCC, AK, BKL, DF,

VASC, SCC
melanoma, melanocytic
nevus, basal cell car-
cinoma, actinic kerato-
sis, benign keratosis, der-
matofibroma, vascular le-
sion, and squamous cell
carcinoma

Class weights 0.178, 0.508, 0.131, 0.034,
0.104, 0.010, 0.010, 0.025

-

Color space RGB Red green blue; no color
augmentation

Image size 227 x 227 -
Image resizing filter Nearest -
Augmentation Horizontal flip, 24 rotations 24 rotations over 360 de-

gree
Epoch 20 -
Train accuracy 0.475 Global
Test accuracy 0.850, 0.819, 0.926, 0.962,

0.894, 0.992, 0.996, 0.976
Order: MEL, NV, BCC,
AK, BKL, DF, VASC, SCC

Test sensitivity 0.608, 0.743, 0.765, 0.651,
0.649, 0.739, 0.920, 0.613

Order: MEL, NV, BCC,
AK, BKL, DF, VASC, SCC

Table 3.1: Fine tuning description of modified VGG16 ImageNet model
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(a) Picture of a cat and a dog (b) Saliency map for cat (c) Saliency map for dog

Figure 3.1: Saliency map generated using Grad-CAM [17]. The original picture is on the
left, and the two pictures on the right show the saliency map of the cat and the dog.

3.3 Saliency map

In the introduction, we told that saliency maps could explain CNN’s, and we also found
that there are multiple researches on explaining neural networks using saliency maps. In
this section, we focus on the saliency map in depth. Generally speaking, in computer
vision, a saliency map is a picture that emphasizes the region on which people’s eyes focus
initially [105]. The purpose of a saliency map is to highlight important characteristics
of an image. Each pixel in a saliency defines how vital that specific pixel is for the
image’s subject. Salience maps can be used in numerous subfields of computer vision,
such as image and video compression, video and image quality assessment, and object
detection. Moreover, explaining CNN’s decision saliency map is becoming very popular
nowadays [114, 90, 12, 95, 69, 5]. Generating saliency maps from CNN’s classification
highlights discriminatory regions for different classes. In the figure 3.1, we show how
the Grad-CAM saliency maps look like. Grad-CAM generates the two saliencies on the
right (3.1b and 3.1c). The CNN model used in this task is VGG16. VGG16 predicts both
cats and dogs (Figure 3.1a) with two probabilities.The Grad-CAM algorithm marks the
cat’s location using the first saliency map when we consider the cat picture. On the other
hand, Grad-CAM locates the dog’s face when it is the dog. In this example, the saliency
map explains the prediction visually. This kind of saliency map is also called a class
activation map.

Grad-CAM saliency map can be generated from any convolution layer of a CNN. In
the picture mentioned above, they consider the last convolution layer. Let us consider
the output (Receptive field) of the last convolution layer as Ak, and k is the number of
kernels in the last convolution layer. For each kernel, we get one output. That means
we have k number of outputs. These k outputs detect general features from the input
image. We can multiply the k number of coefficients (wk) with the outputs to generate
class specific saliency map. These k coefficients tell us which output has more influence
on the classification. After that, we sum up all of the output to get the saliency map. The
mathematical definition of wk and saliency map is equations 3.1 and 3.2. We can also
visually understand how to generate a saliency map by looking at figure 3.2 [90].

wc
k =

1

Z

∑
i

∑
j

δyc
δAc

i,j

(3.1)
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Figure 3.2: An overview of the Grad-CAM algorithm [17].

Figure 3.3: Saliency map from Figure 3.2 is converted to binary masks (Left to right)
using threshold value from 0% to 100% of max pixel value of the saliency map with an
increment of 10%. [67]

wc
k is the class specific gradient (cth) of the input image in the kth convolution layer.

Saliency map = ReLU

(∑
k

wc
kA

k

)
(3.2)

3.4 Thresholding saliency map

We use simulated user feedback where the feedback comes from previously-stored
dermatologist-annotated attribute maps. The attribute maps are binary masks. We
already know that we can generate saliency explanations using the Grad-CAM. However,
we cannot compare them with the feedback. We must adapt the explanation to binary
mask pattern. To adapt the explanation, we can make a thresholded saliency map.
However, we can not use a random threshold value for that. For using a random
threshold value, we could lose some information. Nunnari et al. [67] show that choosing
a threshold value for converting a saliency map to a binary mask is data-dependent. We
could cut a saliency map at 40% of the maximum pixel value for some data; for others,
the value could differ. They propose that thresholding at 50% of the max pixel value is
a good approximation for the ISIC2018 task to attribute detection data. As our data is
the same, we also use 50% of the max pixel value for the threshold. Figure 3.2 shows a
melanoma image with its corresponding grey and saliency maps, and figure 3.3 shows
how different threshold values affect the saliency map. The saliency map is scaled to
[0.0− 1.0], so 0.5 is the threshold value.
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Table 3.2: A melanoma sample image with gray map and saliency map [67]

3.5 Loss function

The loss function is also known as cost function or objective function that maps the
difference between the prediction and ground truth in deep learning. By reducing the
loss value, we optimize the neural network. In this thesis, we have two kinds of loss
functions. The first kind is the classification loss function, and the second is the explanation
loss function.

The classification loss function is used to optimize the model on classification data. It
compares the difference between classification ground truth and calculates the gradient
of the loss to update the model weights. In the thesis, we use the same classification loss
of the Skin Care VGG 16 model: cross-entropy loss (Equation 3.3) [63].

Classifications Loss: Lcls = −
M∑
c=0

yo,clog(po,c) (3.3)

Where M is the number of classes, y is the binary indicator (0 or 1), the class label c and p
is the predicted probability.

Similarly, explanation loss is used to optimize the model on explanation data. One can
use an inverse similarity function for calculating the distance between the predicted
and the ground truth explanations. This thesis will use the Jaccard index to formulate
loss function. Several papers used the Jaccard index to develop loss function [26, 79].
Jaccard loss comes from the idea of "intersection over union (IoU), which is also known as
Jaccard index". [79]. The IoU score is a typical performance metric for the object category
segmentation issue. The equation 3.4 defines the IoU measure. For an object detection
task, it gives the similarity between the predicted region and the ground-truth region.

Jaccard index: J =
|A ∩B|
|A ∪B|

=
|A ∩B|

|A|+ |B| − |A| × |B|
(3.4)

Jaccard index is zero if the two predicted region and ground truth region does not match.
The maximum value of the Jaccard index is one. IoU is generally used for boolean
variables. To utilize it for a continuous variable, we can modify it to a continuous version
[79]. Equation 3.5 gives the mathematical definition of IoU for continuous variables.

J(y, ŷ) =
y × ŷ

y + ŷ − y × ŷ
(3.5)
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We can modify the Jaccard index to Jaccard loss using equation 3.6, which is a quadratic
equation.

Explanation loss: JL(y, ŷ) =
(
1− y × ŷ

y + ŷ − y × ŷ

)2

(3.6)

3.6 Online and incremental machine learning

Many machine learning and deep learning methods face challenges due to the lack of
available data at training time, and some data changes sequentially (e.g., stock market
data and environment data); as a result become uninformed on new data. Moreover,
day-by-day new sensors and devices are being developed. They have better performance
than the former versions in their respective task. For example, current camera technology
is more accurate than in the past. Similarly, humans also gather more experience and
knowledge over time; as a result, human feedback also can change due to the underlying
experience. So, when our training data is limited or comes in sequential order, or has
the possibility of periodic updates, we must follow incrementally or online machine
learning methods to keep the model up to date on new information. According to
Hazan et al. [34] in many practical application, modeling and utilizing classical theory
and mathematical optimization is infeasible; however, considering optimization as a
process can model systems that are related to our daily lives. Learning from continuous
observation is the same as optimization as a process. The framework deals with it is
known as online convex optimization (OCO). OCO is the generic idea behind online and
incremental machine learning. The term "online machine learning" refers to a machine
learning approach in which data is made accessible sequentially and is used to update
the best predictor for future data at each step [104]. On the other hand, offline learning
algorithms learn from data collection. Online learning methods can update the model’s
knowledge iteratively on new data. Also, online machine learning algorithms have
less computational power demand due to the limited amount of data. Contrary, offline
algorithms require more computational power for optimization. So, online learning is
commonly used when the training on a large amount of data is infeasible. A very similar
approach is called incremental learning. The incremental learning method continuously
feeds the data to the existing model for knowledge update. Incremental learning is
included in many standard machine learning methods such as decision trees, artificial
neural networks, and SVM [20].

Formally we can define incremental learning as follows. A hyperspace, H , contains all
possible models; we search for a function f where f ∈ H . f creates the relation f : X−Y ;
where X is the feature space, and Y is the output space. f predicts the joint probability
p(x, y) where x ∈ X and y ∈ Y are training instances. However, the learner does not
know the instances’ distribution p(x, y). A loss function L : X → Y ∈ R measures the
distance between the f(x) and y. The ideal goal is to choose an f that minimizes the
overall distance of all instances. This thesis assumes that the data comes from users in a
continuous manner. So we use online gradient descent to optimize the model.

3.7 Optimization technique

Previously we talked about loss function. The absolute value of loss tells us how poorly
a model is performing. The optimization target is to learn the model’s weight that
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generates a minimum loss. A neural network loss function is multidimensional and
difficult to visualize. There are plenty of local minima and one global minimum. The
optimization technique tries to find out the global minimum in the hope of increasing
the model’s performance. But it is not guaranteed whether we can reach the global
minima. It is impossible to tell the exact number of local minima in a loss function.
The gradient descent technique can search for the global minimum in the loss function
hyperplane. After an extensive search, we choose the weights of a model based on the
minimum loss. We can visualize the hyperplane for quadratic function and see only one
minimum. Gradient descent guarantees that reaching minima is possible. We also need
to consider a fine weight initialization to optimize neural network loss. Without a good
weight initialization, optimizing a neural network might take a long time.

"Training deep models is a sufficiently difficult task that most algorithms are
strongly affected by the choice of initialization. The initial point can

determine whether the algorithm converges at all, with some initial points
being so unstable that the algorithm encounters numerical difficulties and

fails altogether."- Goodfellow et al. [30]

Transfer learning reduces the amount of work for choosing weights for a model. There
are several gradient-based algorithms for minimizing loss and improving the model
performance. We follow the online gradient descent algorithm, which is stochastic
gradient descent with batch size one.

Stochastic gradient descent is an iterative approach to updating the weight of the neural
network. In this iterative approach, one can update the weights of a network based on
small batches of samples. It is called mini-batch gradient descent. The size of a batch
influences the computation requirement neural network. A larger batch of samples
requires more computational power and memory than a smaller batch. The batch size
can not be large for image data due to the huge amount of information single image.
For the initial training of the classifier, we used a mini-batch algorithm. But for training
the final model, we use SGD with batch size one, which reduces memory demand. The
pseudo code for the stochastic algorithm is presented below.

Algorithm 1 Stochastic gradient descent

Require: x, y ∈ X × Y
Require: λ ▷ Learning rate
Require: e ▷ Number of epochs

Initialize w
while loss is not optimal do

while n < N do ▷ N is the number of total samples
L(w)← f(x, y) ▷ w is the weight
w ← w − λ∇L(w) ▷ ∇L(w) is the gradient of the loss

end while
end while



Chapter 4
Method

This thesis aims to build an architecture that explains decisions to users and gives them
the possibility to perform corrections that improve the model’s performance. We know
that convolutional neural network architectures are available, but they have limitations.
They are trained on large amounts of data, but they do not have a built-in structure
for generating explanations. In most cases, we need to use an explanation algorithm
to explain the decision of these classifiers. This research proposes a self-explainable
model that can be trained individually using explanation loss and classification loss. We
can also train this model by combining both losses. Moreover, the model will interact
with a simulated user, which will give feedback on classification and explanation, and
the model will learn from the feedback. Figure 4.1 provides an overview of the system.
From the left side, we see a skin lesion is fed into a convolution neural network. The
convolution neural network detects the class of the lesion and explains the classification
to a dermatologist (on the right side). The dermatologist is not convinced with the
explanation, so s/he gives it a feedback. Based on the feedback, we re-train the model.
In this chapter, we will discuss how to generate the explanation from a simple VGG16
convolutional neural network and how to integrate the explanation with the loss function
of the neural network. Moreover, we will also discuss how to simulate a dermatologist.

4.1 Self explainable model

The Skin Care VGG16 model is originally trained using the Keras [13] framework. The
Human-in-the-loop model was not in the plan at the first time. So for modifying the
network and adapting the human-in-the-loop interface, we converted the model from
Keras framework to PyTorch [71] framework. The PyTorch framework is more flexible to
architectural modification than the Keras framework [59]. We use the MMDnn1 library
for model conversion. It is a verified library for converting deep neural network models
to convert from one framework to another. We compared the performance of both
versions on skincare test data. Without small numerical changes, both versions showed
the same characteristics in classification. Tables 4.1 and 4.2 show the performance of

1https://github.com/microsoft/MMdnn
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Figure 4.1: Method overview: interactive learning is a way of training the model using
user feedback. In our case, the model produces two kinds of output: explanation and
classification. So, the idea of interactive training is to retrain the model if any of these
outputs is wrong.

the Keras version and the PyTorch version. Looking at the tables, we see no significant
differences between the values. So we proceed to the next step, adapting the model for
generating a saliency map.

Class Accuracy Specificity Sensitivity F1 AUC
MEL 0.85 0.90 0.60 0.59 0.87
NV 0.82 0.89 0.74 0.81 0.92
BCC 0.93 0.95 0.76 0.73 0.96
AK 0.96 0.97 0.65 0.54 0.96
BKL 0.89 0.92 0.65 0.56 0.91
DF 0.99 0.99 0.74 0.62 0.98

VASC 1.0 0.99 0.92 0.81 0.99
SCC 0.98 0.98 0.61 0.55 0.96

Table 4.1: Performance of the Original Model (Keras)

Requirement: We have to extract saliency maps while training, and the implementation
must be differentiable to allow the backpropagation.

Hence, we can not use an independent GradCAM algorithm because we need a gradient
of the saliency map for our next task. So we have to integrate the grad cam functionality
with the architecture. We already know that we have to generate CAM from the last
convolution layer, so we modify the architecture to get the receptive field of the final
convolution layer. Let us name the architecture SkinCare VGG16. The SkinCare VGG16
architecture has two outputs: intermediate output from the last convolution layer and
the last layer (softmax output), and we name the intermediate output as activation map
(AM). We can generate CAM from AM during training and testing. We know from
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Class Accuracy Specificity Sensitivity F1 AUC
MEL 0.84 0.89 0.60 0.57 0.86
NV 0.81 0.89 0.73 0.80 0.92
BCC 0.93 0.95 0.79 0.74 0.96
AK 0.96 0.97 0.62 0.52 0.95
BKL 0.89 0.92 0.64 0.55 0.90
DF 0.99 0.99 0.90 0.61 0.97

VASC 1.0 1.0 0.92 0.87 0.99
SCC 0.98 0.99 0.58 0.55 0.96

Table 4.2: Performance of the Original Model (PyTorch)

equation 3.2 that we can multiply Ak with the wk and pass with the ReLU function to
generate the CAM. In this case, Ak is the AM. Our next task is to get wk while training.
We will utilize a simple approach to get wk during the training. We know that wk is
related to the class-specific gradient. Therefore, we need to calculate the gradient for a
given image in the last convolution layer. But there is another challenge: during training,
we also need to calculate the gradient of each layer and update the model using online
gradient descent (OGD).

Technically, calculating the gradient two times destroys the model knowledge. So we
created copy of the model: gradient instance. Gradient instance calculates the gradient of
the model in the last convolution layer. We calculate the gradient instance’s gradient (wk)
with respect to the ground truth class and only store it in the memory. After generating
wk, we delete the gradient instance and keep the primary model for training. We get two
outputs during the forward pass, AM and sigmoid output. We multiply the AM (Ak)
and wk and pass it to a ReLU to generate CAM (saliency map).

After generating CAM, our next task is to create an explanation from the CAM. The
explanation is a binary mask. We use a threshold function that converts the CAM to an
explanation map. As a result, our model has two outputs, explanation and classifica-
tion, each time passing an image through the network. Figure 4.2 shows the graphical
overview of generating explanations and classification output.

During training, before each forward and backward pass, we update the gradient instance
of the model from the updated primary model. It allows keeping track of weight update
in each instance.

4.2 Integrating the explanation with the original model

In a real-life situation, we get feedback from users as ground truth. Therefore, we can
create two loss functions for the model: explanation loss and classification loss. As we
said before, there will be no user input. We will use the previously annotated attribute
map to mimic the user. We will discuss the interactive loss function in the method chapter.
But before that, we talk about generating a saliency map in the interactive training. For
interactive training, we consider a single sample in each training loop. A bigger batch
size increases the workload on the GPU. So batch size one is consistent in this study.
Practically, we get data from the data loader: input image, ground truth attribute map,
and ground truth class. Our target is to increase the similarity between predicted and
ground truth explanations. We use the Jaccard index to find the similarity. And we also
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Figure 4.2: Flow of input image through the network.

predict the class and using the cross-entropy loss between predicted class and ground
truth we reduce the classification error.

In this experiment, we are using VGG16. VGG16 can be split into two individual
networks: convolution and fully connected layers. In general, any CNN architecture
with fully connected layers at the end can be considered a base architecture for this
experiment.

We can partition a CNN into two functional blocks, convolutional layers (CL) block
and fully connected layers (FCL) block. In the figure 4.2, we see that the input images
(X) feed into the CL at first, and the outputs of CL pass through the FCL to generate
the output (y). In general, the CNN model is non-explainable, but using the idea of
Grad-CAM, we can produce a class-specific saliency map at the end of CL. The block T
can modify the saliency map into an explanation map or a feature map (yexp) according
to the designer’s choice. Here we use the pre-trained CNN’s weights, but for introducing
interactivity during online learning, we modify the loss function of the whole network.
The loss function has two components, classification loss and explanation loss. The
classification loss is the loss of a pre-trained network. However, the explanation loss is
a newly introduced function, and it punishes the overall cost based on the difference
between generated explanation and user feedback on explanation.

The loss function can be written as

L = (1− λ)Lcls(y, ŷ) + λLexp(yexp, ŷexp) (4.1)

Here Lcls and Lexp are the classification and explanation loss respectively. λ is the
hyper-parameter that can be search during the parameter tuning.
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Lcls(y, ŷ) = −
∑
i

ŷi log(yi) (4.2)

Lexp(yexp, ŷexp) =
∑
i

J(yexpi , ŷexpi) (4.3)

yexp = T (Ay) (4.4)

Ay = ReLU(
∑

ackA
k) (4.5)

Where Ak is the activation in a convolution layer, Ay is the output of Grad-CAM and ack
is defined as

ack =
1

Z

∑
i

∑
j

∆yc

∆Ak
ij

(4.6)

4.3 User feedback

In general, user feedback is the information users provide to an agent for a future update
of agent knowledge. Getting user feedback for an experiment is very costly and time-
consuming especially in the medical domain. However, if we have user annotated data,
we can consider it as feedback. ISIC 2018 [16] published data on skin lesion attributes.
This data contains images of skin lesions and masks of five different attributes, pigment
network, negative network, streaks, milia like cyst, and globules, of the lesion. These
attribute maps are binary masks locating the different attributes. Union of all of these
attribute maps can provide generalized information on skin lesions. So, we consider the
union of the attribute map as feedback from the user. We call this explanation feedback
and consider the ground truth class label as classification feedback. We keep 10% of the
data untouched to check the model performance and to see if the model learns from
feedback. More details on the data will be presented in chapter 5.

4.4 Implementation

The architecture and the proposed explainable model are built using the PyTorch frame-
work. PyTorch is a powerful python deep learning framework. The self explainable
VGG16 model uses GPU for computation. We need to classify the input image, generate
the explanation, and compare it with user feedback during the simulation. The loss
function makes the comparison. In modeling the loss function, we must consider that
generating an explanation requires calculating the gradient. So we have to calculate
the gradient of the model with respect to the model’s prediction. In PyTorch, we can
use the backward() function to calculate the gradient in each layer. We only store the
gradient of the last convolution layer. To keep the main model safe from unexpected
weight updates, we create a clone and use that cloned model to get class-specific weight.
After that, we forward the image to the main model and get the activation of the last
convolution layer. We get the Grad-CAM saliency map by multiplying the activation
and class-specific weight. Next, we convert the saliency map to a binary mask. Finally,
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compare the feedback image with the binary mask using Jaccard loss. Algorithm 2 shows
the training steps for the self-explainable model.

Algorithm 2 Training the self-explainable model

Require: e ▷ e: number of epoch
Require: m = F (θ) ▷ m: pre-trained model
Require: X,Y, Z ▷ X : input sample, Y : label , Z: binary mask (i.e. explanation ground

truth)
Require: N ▷ N : total samples
Require: Lcls ▷ Lcls: classification loss function
Require: Lexp ▷ Lexp: explanation loss function
Require: γ ▷ γ: learning rate
i = 1
while i ≤ e do

n = 0
while n ≤ N do

mg ← deepcopy(m)

ack ← 1
R

∑
p

∑
q

δmg(x)[c]

δAk
ij

▷
δmg(x)[c]

δAk
ij

: class-specific gradient on layer k for
image x

Ak, ŷ ← m(x) ▷ Ak: receptive field of layer k, ŷ: predicted class
S ← ReLU(Ak × ack) ▷ S: saliency map
ˆyexp ← th(S, t) ▷ t: threshold value

L(θ)← (1− λ)Lcls(y, ŷ) + λLexp(z, ˆyexp) ▷ λ: hyper-parameter for loss balance
θ ← θ − γ∇L(θ) ▷ ∇L(θ): gradient with respect to loss

end while
end while



Chapter 5
Experiments and Results

5.1 Data description

In this thesis, we experiment with the data from ISIC 2018 and 2019: Skin Lesion Analysis
Towards Melanoma Detection [32]. ISIC is a skin cancer detection challenge on dermo-
scopic images. ISIC 2019 data is used for training and ISIC 2018 task 2 data is used for
simulation. Every year they publish dermoscopic data and arrange a challenge. In 2018
ISIC published three kinds of data: segmentation, attribute detection, and classification.
In this thesis, we only experiment on attribute detection data (ISIC 2018 task 2 data),
because the attribute ground truth is human annotated. It contains images of lesions.
The lesion images were collected with different types of dermoscopy from many parts of
the human body. Each image includes a primary lesion and other marks, e.g., secondary
lesion, fiducial marker, or other pigmented regions. On the other hand, response data
(ground truth data) contains five binary masks locating five kinds of attributes in each
lesion image. The binary masks are pigment network, negative network, streaks, milia
like cyst, and globules. The mask dimension is the same as the decimation of the lesion
image. They are 8-bit binary images in PNG format. The pixel value 0 indicates the
dermoscopic attribute is absent, pixel value 255 means the dermoscopic attribute is
present. Also, the image has a ground truth label for classification. There are only three
available classes in this dataset: nevus, melanoma, and benign keratosis. Figure 5.1
describes the three samples from the data. We combine this ground truth attribute to
generate explanation feedback using union (Figure 5.2) operation.

5.2 Data preparation

ISIC2019 data was used to train a baseline classification model, and ISIC2018 attribute
detection data was used for simulation. Before the experiment, we checked the data
overlap between ISIC2019 and ISIC2018 attribute detection data. One can raise the
question of why is 2018 Task 2 data (attribute detection data) simulation data. ISIC

36
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(a) Nevus (b) Melanoma (c) Benign keratosis

(d) Globules (e) Globules (f) Globules

(g) Milia like cyst (h) Milia like cyst (i) Milia like cyst

(j) Negative network (k) Negative net-
work

(l) Negative network

(m) Pigment net-
work

(n) Pigment network (o) Pigment network

(p) Streaks (q) Streaks (r) Streaks

Figure 5.1: Sample images and ground truth attribute of nevus, melanoma, and benign
keratosis. They are the only available classes in the ISIC2018 task 2 dataset
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Figure 5.2: The union of the feature maps.

2019 has a sufficient number of samples for classification data, but doesn’t have lesion
attribute maps. So we used ISIC2018 ground truth lesion attribute maps as simulation
data. ISIC data archive has a unique ID for each of the images. Due to that, the overlap
checking was effortless. There is an overlap of 627 samples between the 25k+ images of
ISIC2019 and the 2595 images in ISIC 2018 task 2 training data. Although the overlap
will not affect the simulation, simulation test data must be overlap-free. So we kept those
627 samples out of the simulation test and the simulation validation dataset. We keep
them in the simulation training data. Figure shows the distribution of the data. The
images and attribute maps’ original size were the same and are high-resolution images.
To adapt to the network, we reduce the images and attribute maps to 227 × 227. The
nearest neighbour filter is used for resizing them.

5.3 Simulating feedback on the full simulation set

The ISIC 2018 task 2 dataset has a total 2595 samples. Let’s call this dataset SimSet. The
goal is to measure if the model improves at on providing a "big" quantity of corrective
data. We use a 10% SimSet for testing and a 10% SimSet for validation, and the remaining
80% samples are used for fine-tuning the model as if doctors are giving feedback to the
model. We use training ground truth samples as feedback information to the model. The
model learns from the feedback and update the knowledge. We had to tune the model
for a maximum of 40 epochs during the simulation. From the first epoch model starts
optimizing. However, between 10 to 14 epochs model gives the best performance. We
use the validation data for choosing the best model. First of all, we feed one sample to
the model. The task of the model is to classify and explain each instance. We also get
feedback on classification and explanation output. We follow the same approach for all
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Figure 5.3: Figure shows the distribution of ISIC2018 attribute detection data.

training samples for several epochs. After each epoch, we use validation data to check
the model performance by calculating the accuracy and average Jaccard index. We use
classification accuracy for observing how well the model classifies. Similarly, we use the
average Jaccard index to see how well the model explains its decisions. After 40 epochs,
we retrieve the best model based on the highest average Jaccard index. We evaluate the
model’s classification accuracy and average Jaccard index on the test data.

5.4 Simulation on slices of data

In this approach, we mimic that dermatologists give feedback in smaller chunks, and
the model learns from the small chunk of feedback. In this experiment, we divide the
data into three parts. 80% of the data is for training the model, 10% data for validation,
and 10% data for test. Additionally, we divide 80% of the data into 20 slices. Each of the
slices contains 4% data. We train the model on all the slices iteratively. However, we
select the best model from one slice using validation data and train it again on the next
one. We follow the approach iteratively on all the slices. For example, the model learns
from one slice at a time. During learning, the model gets one image at a time, similar
to the simulation on total data. It optimizes based on combined loss for 20 epochs. We
select the best model using the validation data and test explanation performance on test
data. Then we take the next slice and train, validate and perform the test on the model
trained on the previous slice.
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5.5 Training on different loss functions

We use three different loss functions in the experiment: classification loss, explanation
loss, and combined loss. The purpose of training the model on classification loss is to
see how models perform when feedback is given only to classification data. During
the training on classification, the model gets feedback only on classification output.
So, the loss function only contains the classification part. We observe training and
validation loss and average Jaccard index during the tuning process. On the other hand,
the objective of using explanation loss is to see how the model performs when there is
only explanation feedback. The explanation loss is the Jaccard loss which compares the
predicted and feedback explanations. Similarly, the combined loss combines both losses
by a regularization parameter λ, which balances the two losses. The purpose is to see
how classification and explanation feedback improve model performance. The target is
to compare how the model behaves when adding explanation feedback and compare the
performance with only explanation feedback.

5.6 Experiment using unbalanced data

We know that our data is unbalanced. In real-life scenarios, data is also unbalanced. If we
look at figure 5.3, we see that there are many nevus samples and a moderate number of
melanoma samples. The amount of images from benign keratosis is less than the amount
of images in other two classes. We perform the first simulation and test to see how
our model performs in this unbalanced data. Table 5.1 shows the result from our first
experiment. We compare the result with the baseline performance. Figure 5.4 shows the
loss plot for three loss functions. We see that loss is decreasing slightly while the epoch
is increasing. However, when we simulate the model on the explanation loss, the loss
suddenly increases. Most probably, this happens due to gradient overflow [30]. Gradient
overflow occurs due to unexpected high value of gradient and diverges from current
minima in the loss surface. Similarly, in figure 5.5 and 5.6 we see there is not much
improvement in accuracy. In the last plot, we see that the model lost the knowledge it
learned previously due to the divergence from the local minima. On the other hand, we
see a sudden increase in the average Jaccard score in figure 5.6 when we train the model
on explanation loss. However, the average Jaccard loss dropped suddenly due to the
gradient overflow. For performance measures, we look at three criteria, accuracy, average
Jaccard score, and class-specific sensitivity of each class. The first column in the table
5.1 represents the baseline performance of the model. The second column described the
model’s performance when simulated training was only on classification loss. Similarly,
the third column shows the test performance of the model trained on explanation loss.
The fourth column presents the test result corresponding to the combined loss training.
The classification test result tells us how good the model is in classifying images in this
experiment. The average Jaccard index shows how good the model is explaining its
decision. From the table, we see that the test accuracy of the model does not change
in three different tests from the baseline. We see that accuracy slightly decreases while
signing only explanation loss or combined loss. On the other hand, there is a huge
increase in the average Jaccard index while using explanation loss or combined loss.
However, if we notice the class-specific sensitivity of the model, we see that during the
training the model become biased to classifying melanoma only. Mainly, the unbalanced
data is biasing the model. One of the reason being that due to GPU RAM limits, we have
to train with batch size 1. To check if it’s the main reason, we train the model on only
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Figure 5.4: An overview of loss vs epoch plot for unbalanced simulation.

Figure 5.5: An overview of accuracy vs epoch plot for unbalanced simulation.

a balanced portion of the training data. We found that the data imbalance is biasing
the model. We balance the training data and rerun the experiment to overcome this
challenge.

5.7 Experiment using reduced balanced data

To overcome the data unbalance bias, we reduced the number of nevus samples and
removed the BKL class from the simulation training data. BKL class has a few number
of samples. Figure 5.7 shows the modified distribution of the data. We have only 437
melanoma. So we randomly retained 437 samples of nevus. And the red cross mark
means that we removed the BKL data from the experiment. However, we keep the
validation and test data unchanged for NV and MEL classes. We run the previously
mentioned experiment again for only 20 epochs. The result of the investigation is
presented in table 5.2. In this experiment, we only use NV and MEL classes for testing.
We see that per-class sensitivity after simulation does not become zero. This means that
our model does not become biased due to the class unbalance. We also see that our
simulation improves the performance of the model in comparison with the baseline
model. Simulation-based on explanation loss increases the accuracy from 0.71 to 0.72.
The average Jaccard index increased from 0.06 to 0.274.
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Figure 5.6: An overview of average Jaccard score vs epoch plot for unbalanced simulation.

Baseline Classification
loss

Combined
loss

Explanation
loss

Accuracy 0.71 0.71 0.70 0.70
Average Jaac-
ard index 0.10 0.165 0.473 0.447

Per-class
sensitivity
[NV, MEL,
BKL]

[0.534, 0.772,
0.885] [0.05, 1.0, 0.0] [0.0, 1.0, 0.0] [0.0, 1.0, 0.0]

Table 5.1: Test performance of model in unbalanced data. A strong bias can be noticed by
observing the per-class sensitivities.

Figure 5.7: An overview of reducing samples from the original data.
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Figure 5.8: An overview of loss vs epoch plot for reduced balanced simulation.

Figure 5.9: An overview of accuracy vs epoch plot for reduced balanced simulation.

Figure 5.10: An overview of average Jaccard score vs epoch plot for reduced balanced
simulation.
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Baseline Classification
loss

Explanation
loss

Combined
loss

Accuracy 0.71 0.69 0.66 0.72
Average Jaac-
ard index 0.06 0.134 0.192 0.274

Per-class
sensitivity
[NV, MEL]

[0.521, 0.757] [0.720, 0.764] [0.878, 0.678] [0.463, 0.838]

Average sen-
sitivity 0.639 0.742 0.778 0.650

Table 5.2: Test performance of model in reduced balanced data is presented in this table.

Figure 5.11: An overview of loss vs epoch plot for upsampled balanced simulation.

5.8 Experiment using upsampled balanced data

We equalize the data per class by upsampling in the simulation set. We know that the
maximum sample belongs to the nevus class. There are 1951 samples. On the other hand,
we have 437 examples that belong to MEL class, and only 172 pieces belong to BKL class.
We increase the number of the MEL and BKL samples to 1951 samples by coping them
randomly. As a result, we get 1951 samples from each of the classes. We simulated this
augmented dataset for 40 epochs. In figure 5.11 we see the loss update for three different
loss functions. With three loss functions, we see that the model learns gradually over
increasing epochs. Indeed, in figure 5.12, the classification accuracy increases while we
simulate the model trained with classification loss and combined loss. However, training
with only explanation loss decreases the classification accuracy at earlier epochs and
becomes stable later. On the other hand, if we look at the average Jaccard index plot, we
see that the average Jaccard index does not improve significantly with classification loss.
But with the combined loss, there is a noticeable improvement in the average Jaccard
index. Similarly, there is a massive improvement in the average Jaccard index with the
explanation loss. It concludes that we can improve the explainability of a CNN model
by providing correct explanation feedback. Table 5.3 presents the final result of the
simulation.
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Figure 5.12: An overview of accuracy vs epoch plot for upsampled balanced simulation.

Figure 5.13: An overview of average Jaccard score vs epoch plot for upsampls balanced
simulation.

Model Train
data

Loss Test set λ Test
acc

Sensitivity Avg
sen-
sitiv-
ity

Avg
J-
mean

MEL NV BKL
Baseline ISIC

2019
Lcls ISIC2019

2.5K test
n/a 0.71 0.61 0.74 0.65 0.71 n/a

Baseline ISIC
2019

Lcls 100% Sim
Set

n/a 0.73 0.53 0.77 0.88 0.73 0.10

Sim-
model

80%
of Sim
Set

Lcls 10% of
Sim Set

0 0.74 0.74 0.75 0.61 0.70 0.106
(0.08)

Sim-
model

80%
of Sim
Set)

Lexp 10% of
Sim Set

1 0.76 0.49 0.85 0.64 0.66 0.18
(0.13)

Sim-
model

80%
of Sim
Set

Lcls

&
Lexp

10% of
Sim Set

0.3 0.64 0.78 0.59 0.72 0.70 0.127
(0.10)

Table 5.3: Complete result of simulation on upsampled samples. We see that there is
improvement of average Jaccard index when the explanation loss is included in the loss
computation.
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Figure 5.14: An overview of accuracy vs slices plot.

5.9 Result of sliced simulation

This section presents the result of sliced simulation on upsampled balanced samples for
classification, explanation, and combined loss functions. Specifically, we will see how a
gradual data increase improves our explainable model’s performance. Figure 5.14 shows
how model accuracy increases over an increasing amount of data. In the x-axis, a slice
represents a chunk of data. Each chunk has 238 samples. We have a total of 20 slices, and
the model is iteratively fine-tuned on all the slices. We have a total of three experiments
for three kinds of loss functions. First, the classification loss function’s accuracy plot
shows no improvement. Secondly, the explanation loss function’s accuracy looks more
stable than that of the former loss function. However, we see more accuracy fluctuation
when combining classification and explanation loss functions.

Similarly, figure 5.15 presents the change in the average Jaccard index over the number
of slices. Looking at the classification loss function’s graph, we see that the average
Jaccard index is not increasing while the model sees more data (Increments of slices).
There is a slight improvement when we use combined loss. However, we see moderate
improvement of the average Jaccard index while using the explanation loss function.

Table 5.4 shows the summary of the sliced simulation. After tuning the model on the first
slice, we see that the average Jaccard index is 0.15. However, after the 20th slice, we see
that the Jaccard index increases to 0.19. On the other hand, the accuracy reduces to 0.72
from 0.77 by keeping the average sensitivity the same when using the explanation loss
function. These results conclude that model explanation performance increases without
reducing classification accuracy when the model gets correction feedback in smaller
chunks.
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Figure 5.15: An overview of average Jaccard score vs slices plot.

Loss func-
tion

Slice
no

Test set Test
acc

Test avg.
sensitivity

Avg. Jaccad
index(sd)

Lcls 0 20% of sim-
Set

0.74 0.70 0.11(0.09)

Lcls 19 20% of sim-
Set

0.72 0.69 0.12(0.10)

Lexp 0 20% of sim-
Set

0.77 0.66 0.15(0.12)

Lexp 19 20% of sim-
Set

0.72 0.67 0.19(0.15)

0.70 × Lcls +
0.3× Lexp

0 20% of sim-
Set

0.77 0.66 0.12(0.10)

0.70 × Lcls +
0.3× Lexp

19 20% of sim-
Set

0.76 0.70 0.14(0.11)

Table 5.4: Complete result of sliced simulation. We see that there is improvement of
average Jaccard index and a limited drop of accuracy when model gets more explanation
feedback.
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5.10 Training performance

Our computing machine has 64GB ram, 12 GB GeForce GTX Titan GPU, and Intel(R)
Core(TM) i9-9900K CPU @ 3.60GHz processor with 8 cores. Training Skin Care VGG16
model took around 37 hours to train 25k images. For simulation, we used the same
computing machine. It took 262 minutes to 554 minutes per epoch for simulation on
complete data. During the simulation using classification loss training took max 320
minutes per epoch. However, training took around 500 to 600 minutes for explanation
loss and combined loss. Due to the upsampling of training data, we had about 4600
simulation samples. While we were doing the sliced simulation using the classification
loss function, it took around 13 to 42 minutes per 230 samples. Contrary, simulation using
the explanation ad combined loss function took 25 to 55 minutes per slice. We noticed that
it took longer during sliced simulation than during the initial training because simulation
requires two gradient calculations. Also, the loss function is relatively complex than the
initial loss function.



Chapter 6
Conclusion

We started with the evolution of machine learning and deep learning research. We
specifically looked at recent findings in explainable AI and contemporary machine
learning and deep learning research in skin cancer detection and analysis. We also
went through the technical detail for developing an interactive and explainable model.
Moreover, we saw how to build an explainable model that can interact with the simulated
user and update knowledge based on user feedback. Finally, we presented the detailed
results of an experiment on an interactive model in a simulated environment. This
chapter presents the overall summary and future work of this thesis.

6.1 Summary

Machine learning is a century-old field of computer science and statistics. Many machine
learning algorithms were invented even before the invention of the digital computer.
However, due to the advancement of powerful computers, the research in this field
accelerated. Moreover, the complexity of the algorithm also increased. Similarly, deep
learning and artificial intelligence also get more focus due to the invention of powerful
computing machines. Deep learning algorithms are currently considered black-box
algorithms. It is challenging to decode why deep learning models make particular
decisions. Due to its black-box nature, the real-life application of the deep learning model
is not yet reached the application milestone. Researchers are putting hard work into
developing explainable deep learning approaches. This paper specifically explained
how we could decode convolutional neural networks’ decisions. Several algorithms
are currently available for explaining CNNs’ decisions, for example, Grad-CAM, LIME,
SHAP. Although they are decisive for the local explanation, they are not inbuilt with the
convolution architecture. However, to ensure interactivity and explainability, we need
some architecture that can explain models’ decisions and also allow us to train them
using user feedback. These algorithms belong to the self-explainable neural networks
(SENNs) category. SENN can classify and explain at the same time.

This thesis proposed a self explainable convolutional model that does not require any
encoder or decoder network. We showed that with the help of the concept of the Grad-
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CAM algorithm, one could convert a black box VGG16 model to a self-explainable VGG16
algorithm. We can make any CNN architecture self-explainable using this method. This
approach also ensures no decay in models’ previous knowledge. We can also tune the
proposed self-explainable model for a balance between classification and explanation
data.

Convolution neural network shows a promising result in skin cancer classification and
analysis. Researchers use CNN for the classification and segmentation of skin cancer
images. We also see that some researchers explain CNNs’ decision using Grad-CAM. In
this researches, we see that the use of the Grad-CAM algorithm is limited to explaining
models’ decisions. However, this thesis brings an entirely new approach to retrain a CNN
model using classification and explanation data. We can leverage this approach to retrain
a model from user feedback in an interactive way. Furthermore, this thesis presented
how to retrain a VGG16 skin cancer classifier in different settings using simulated user
feedback. We evaluate the performance of the model in unbalanced data and balanced
data. We noticed that unbalanced data is problematic to simulation. Balancing using
repeated samples can overcome the challenge. Moreover, we saw that explanation, and
combined feedback increases the model’s explanation capability. In the following, we
discuss the overall view of this research. We also evaluate the goal and discuss how we
can make further improvements.

6.2 Evaluation

This thesis aimed to develop an interactive feedback-based tuning method for CNN that
can allow dermatologists to give feedback on classification and explanation. Firstly, a
new self-explainable CNN architecture paired with a training algorithm is developed
by utilizing the Grad-CAM explanation technique. This algorithm does classification
as well as generates the explanation for that. We can also tune the network based on
classification and explanation feedback. There are three objective functions: classification,
explanation, and combined while tuning the network. The combined objective function
fuses the classification and explanation loss using balancing hyper-parameter. We found
that simulated user feedback increased the average Jaccard index from 0.10 to 0.18. There
is a slight decrease of the accuracy while an improvement in explainability. Finally, we
can also summarize by stating that the experimental results agree that integrating user
feedback increases model explainability.

6.3 Future work

In this study, we found that the explanation capability of a CNN model improves
when the model is tuned using user feedback. Even though the model produces better
explanations after the tuning, there is space for further improvements. There are several
possible areas to work on for further improvement. For example, using an improved
technique for generating saliency maps, accepting robust user feedback, and updating
the loss function are possible areas for further improvement. Shinde et al. [92], propose
an improved technique for generating a saliency map of a CNN model. They show that
their way performs better than the Grad-CAM technique. Firstly, they generate class
activation maps out of each convolution layer from the network. Then, they fuse all
the class activation maps for a more meaningful saliency map. It is a robust way of
generating a class activation map since it considers the importance of the output of every
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convolution layer. Adding this technique will improve the performance because it will
consider each of the convolution layers during the tuning of the model.

In this thesis, we had to modify the saliency map to binary maps to match the saliency
maps with the ground truths. This conversion is not lossless. We reduce information
on pixel-wise importance features. One probable solution is adapting saliency maps
as feedback. Adapting non-binary saliency maps with the loss function will allow the
model to get more accurate and piecewise information. Binary user feedback gives
information on the significant region of an image. However, nonbinary user feedback
can present precise knowledge about each pixel of an image. As a result, tuning on
nonbinary feedback will optimize the model based on the importance of the value of
each pixel. To adapt to this, we need to update the loss function. In this scenario, we
can use the pixel-wise distance between the output saliency map and user feedback.
Moreover, it is also essential to know which modality users prefer to provide feedback.
Providing non-binary feedback can be cumbersome for humans. So, a good interface
should also be designed. If we can define the user preference, we can make an encoder
system that encodes user feedback to the saliency space. Moreover, it is important to see
how this model performs in a real-life test environment. In this thesis, we only look at
the skin cancer domain. However, we can apply user feedback-based CNN tuning to
any other field. One must ensure that the task is image classification.

Moreover, in the simulation data, we found an overlap with the model’s training data.
However, there is no overlap between the test data of simulation and initial training
data. We could use the non-overlapping simulation data, but it would reduce 25% of the
samples. In real-life applications, we will not see overlapping simulation data because
dermatologists will always give new data to the model instead of the past training data.
So in the future, we will do the simulation again with non-overlapping data.

I would also speculate that simultaneous training for classification and explanation could
become a common practice when tuning data is available. Now the problem is that
the training procedure is "hacked" and requires a copy of the model at each iteration.
Optimization is possible by calculating gradient for each layer of the model multiple
times in each iteration, if the underlying framework (Keras, PyTorch) supports it.
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